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ABSTRACT

PHONOLOGICAL TRENDS IN THE LEXICON: THE ROLE OF
CONSTRAINTS

FEBRUARY 2009

MICHAEL BECKER
M.A., TEL AVIV UNIVERSITY
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: Professor John J. McCarthy

This dissertation shows that the generalizations thatkgpegroject from the lexical
exceptions of their language are biased to be natural angutatiented, and it offers
a model of the grammar that derives these biases by encodkigal exceptions in
terms of lexically-specific rankings of universal congitaiin Optimality Theory (Prince
& Smolensky 1993/2004). In this model, lexical trends, thee trends created by the
phonological patterning of lexical exceptions, are incogted into a grammar that applies
deterministically to known items, and the same grammarieptochastically to novel
items. The model is based on the Recursive Constraint Dematlgorithm (Tesar
& Smolensky 1998, 2000; Tesar 1998; Prince 2002), augmenigtda mechanism of
constraint cloning (Pater 2006, 2008b).

Chapter 2 presents a study of Turkish voicing alternati@mmwing that speakers

replicate the effects that place of articulation and phogiial size have on the distribution
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of voicing alternations in the lexicon, yet speakers ignbeeeffects of vowel height and
backness. This behavior is tied to the absence of regulactsfiof vowel quality on
obstruent voicing cross-linguistically, arguing for a nebthat derives regular phonology
and irregular phonology from the same universal set of OBtamts.

Chapter 3 presents a study of Hebrew allomorph selectioeravtinere is a trend for
preferring the plural suffix [-ot] with stems that have [o]timem, which is analyzed as a
markedness pressure. The analysis of the trend in termsriedrgess, i.e. constraints on
output forms, predicts that speakers look to the plural stemel in their choice of the
plural suffix, and ignore the singular stem. Since real Hels®ms that have [0] in the
plural also have [0] in the singular, Hebrew speakers warghtatrtificial languages that
paired the suffix [-ot] with stems that have [0] only in theggitar or only in the plural. As
predicted, speakers preferred the pairing of [-ot] withrsteéhat have [0] in the plural, i.e.
speakers prefer the surface-based, output-orientedajeaion.

Chapter 4 develops the formal theory of cloning and its garegsplication to lexical
trends, and explores its fit with the typologically availablata. One necessary aspect of
the theory is the “inside out” analysis of paradigms (Hay889), where the underlying
representations of roots are always taken to be identictig surface base form, and
abstract underlying representations are limited to affixés algorithm for learning the
proposed underlying representations is presented in ag/doem and is applied to a range

of test cases.



TABLE OF CONTENTS

Page
ACKNOWLEDGMENTS . e e V..
AB ST RACT . e viii
CHAPTER
1. INTRODUCTION ..o e e e e e aa s 1
1.1 Lexicaltrends and constraintcloning ........... .. 1
1.1.1 Identifyinglexicaltrends ......... ... .. ioia i, 4
1.1.2 Lexical trends and conflictinggrammars ..................... 4
1.1.3 ConstraintCloning .. ......curi it e e 7
1.1.4 Replicating lexical statistics . ........... .. ccueiiiiiin... 11
1.2 Structure of the dissertation . ......... ... it 17
2. UNIVERSAL LEXICAL TRENDSINTURKISH ....... ... ... ... ... .. ... 19
2.1 INtrodUCiON . ..o e e 19
2.2 Turkishlexicon study ........... i 23
2.3 Speakers’ knowledge of the lexicon .......... .. .c.cwuuuiiii... 32
2.3.1 Materialsandmethod ........... .. .. . i 33
2.3.1.1 Speakers . ... e 33
23.1.2 Materials ... e 33
2.3.1.3 Procedure .......... .. 35
2.3.2 ReSUIS ... i 36
2.3.3  DISCUSSION . .ttt e e e 41
2.4 Analysiswith cloned constraints .. .......... ..o muiiiii ... 42
241 Constraintcloning . ... e 43
242 Theplaceeffect ...... ... 47



243 Thesizeeffect ..... ... 51
244 Combiningplaceandsize.......... ... i oiaiiii. 56
245 Thecomplexcodaeffect........... ... i iiimmnnin.. 59
2.4.6 \oicing alternations and¥{) alternations ....................... 61
2.4.7 Summaryoftheanalysis.............. ... . iiimmmain.. 64
2.5 General-purpose learningwiththe MGL . ....... ... oo, 65
2.5.1 Materialsandmethod .......... .. ... i 66
2.5.2 ReSUIS ... 67
2.5.3 DISCUSSION . .\ttt e e 68
2.6 UR-based approachesto finaldevoicing...........ccuuueevv...... 69
2.7 CONCIUSIONS . ..o 71
. SURFACE-BASED LEXICAL TRENDS INHEBREW .................... 74
3.1 INtrodUCHiON . ..o e 74
3.2 Hebrew plurals: Lexiconstudy ........... ...t timmmenneennnn.. 76
3.3 Speakers’ knowledge of lexicaltrends ...........cooo L, 82
3.3.1 Materialsandmethods ............ ... .. .. oo, 82
3.3.2  PartiCipantS . . ..ot 84
3.3.3 RESUIS .. 84
3.314  DISCUSSION vttt 88
3.4 Using markedness constraints to learn lexical trends ... ... ........... 90
341 ANAlYSIS ..o 91
3.4.2 Ranking conflicts trigger the formation of generdlmas .......... 99
3.4.3 Learning specific patternsfirst . ......... .. ... cuanii... 104
3.4.4 \owel harmony and [0]-licensing ............ .. ..o . ... 109
3.5 Product-orientedness in an artificial language .. .................... 112
351 Materials. . ..o e 115
3.5.2 Methods ... 116
3.5.3 Participants. . ... e 119
3.5.4 Transcriptionandencoding ............. .. iiunn 120
3.5.5 ReSUIS ... 121

3.5.5.1 Generalization differences between the groups....... .. 122
3.5.5.2 No memorization differences between the groups......126

3.5.5.3 Biastowardsim . ...

3.5.5.4 Errors and vowel perception .....................130
3.5.5.5 Summary of the experimentalresults . ............. 131

Xi



3.6 Discussionand analysis ........ ... e 131

3.6.1 The role of Universal Grammar in learning alternaion. . ....... 132
3.6.2 Stem changes and allomorph selection ..........c.c........134
3.6.3 The limited role of phonotactics. .. ......... . .couui.... 136
3.6.4 Learning alternations without Universal Grammar............ 138
3.6.5 Therole of the grammar of real Hebrew . ................... 140
3.6.6 Source-oriented generalizations? ...........cceuue......... 141
3.7 CONCIUSIONS . .o e 142
LEXICAL TRENDS AS OPTIMALITY THEORETIC GRAMMARS  ...... 145
4.1 INtroduCtion . .. ... e 145
4.2 Choosingthe constrainttoclone ............. .. oo, 145
4.2.1 Minimalconflict ........ ... . . 146
4.2.2 Twoindependentconflicts ............. ... . . ... 149
4.2.3 Overlappingconflicts ............. ... . e 150
4.2.4 Interim summary: Choosing the least populated column ... . ... 153
4.2.5 General-specific relations between trends; masking.......... 155
4.2.6 Remaining questions ...ttt man e 159
4.3 Thecloningalgorithm........ ... .. .. . .. 161
4.3.1 Background: RCD ... 162
432 CIonNiNgRCD ... ... e e 165
4.3.3 The domain of cloned constraints ......................... 169
4.3.4 Applying a grammar with cloned constraints . . .. . ... ....... 175
4.3.5 Searching forthe UR of affixes .......... ... ...t 177
4.3.6 Supplyinglosers ..........i i 185
4.3.7 Exceptionalityand variation.................cccciiiii... 188
4.4 Moving hidden structure into the grammar ......... ..o .......... 191
4.4.1 Hidden structure in the grammar: Turkish ..................192
4.4.2 Hidden structure in affixes: Korean .............cceu........196
4.4.3 Interim summary: Generalizing across affixes . .............. 204
4.4.4 Hidden structure inroots: English .........................206
4.4.5 The naturalness of lexical trends: Dutch . ................... 208
4.5 Cloning and the typology of lexicaltrends . .. ... ..o 210
4.5.1 Contrast neutralizationand creation ....................... 211
452 Competingrepairs . .......vuiueen it et i e 213
4.5.3 Exceptional emergence of the unmarked. ..................214

Xil



4.6 CONCIUSIONS . . . e e e e e e e e e e e 218

5. CONCLUSIONS AND FUTURE DIRECTIONS . ... ... i 220
5.1 Summary ofthedissertation. . ..............c.iimumu ... 220
5.2 FUtUre dire€CtionS . . ... ..ot 222

5.2.1 Unnatural phonology.............co e 222
5.2.2 The search for underlying representations ..................224
5.2.3 Issuesinlexical organization ............. ... 226
5.2.4 Lexically-specific grammars and phonotactics ............... 227
BIBLIOGRAPHY . e 228

Xiii



CHAPTER 1
INTRODUCTION

1.1 Lexical trends and constraint cloning

In a wide variety of languages, there are cases of morphtdbgategories that are
expressed in more than one way. In English, for instancegdletense is expressed on the
majority of verbs by addinged but on some verbs, the past tense is expressed by changing
a vowel to E], e.g.feed~ fed hold ~ held

A common theme in such limited-scope processes is theirtegapplicability to novel
words. English speakers, for instance, are willing to offexd as the past tense pfeed
productively extending the limited pattern of changing atreowel to f] (Albright &
Hayes 2003).

Furthermore, speakers’ willingness to apply a limited psscto some novel form X
depends on the number of existing base forms like X that daland undergo the minority
process. Speakers are aware of the proportion of the waatiaidlergo a minority process
out of the total number of eligible words, i.e. speakers iigm@ trend in the application
of the process in their lexicon (henceforth, a lexical tiemehd apply this trend to novel
items. Results of this type are reported by Zuraw (2000)righi & Hayes (2003), Hayes
& Londe (2006), Becker, Ketrez & Nevins (2007), and sevethécs.

The wish to account for lexical trends in grammatical termegggback at least as
far as SPE (Chomsky & Halle 1968), where some lexical treneisevderived by minor
rules, i.e. rules that are formulated using the same meshmnihat are used for regular
rules, but with a limited lexical scope. Other grammaticaichianisms, such as stochastic

grammars, were offered in Zuraw (2000) and Hayes & Londeg2Gmong others. There



are several reasons for thinking about lexical trends imgnatical terms: One reason is
that lexical trends are stated with reference to the samectsbihat are characteristic of
regular grammatical phenomena, such as phonological eksnfieatures, syllables, etc.)
and morphological elements (noun, root, etc.). Anothéaifed reason is that lexical trends
in one language are often found as regular grammatical psesdn other languages: For
example, intervocalic voicing is regular in Korean, but tseand in Turkish, affecting stem-

final stops in some words but not others.

Much work on lexical trends assumes a grammar-external amesm, such as Pinker
& Prince’s (1988) dual model. In this line of work, grammas @nstrained by Universal
Grammar) is in charge of the “regular rules” of the languamgeiJe minority patterns are
taken care of by associative networks. This view makes tleeigtion that Universal
Grammar effects will not be visible in lexical trends — a peidn not borne out by
observation.

A study of the distribution of voicing alternations in Tuski(chapter 2, see also Becker,
Ketrez & Nevins 2007) shows that speakers are constrainadhibyersal Grammar when
they learn this distribution. Turkish speakers replicatedffect of grammatical principles
on the distribution, such as initial syllable faithfulnesgl place of articulation, and ignore
non-grammatical principles, such as a relationship betwesvel height and the voicing
of a following consonant.

In work on plural selection in Hebrew (chapter 3), | show thatakers select plural
suffixes based on the surface form of the plural stem rathem thiased on the stem’s
underlying representation, even though there is no evieElenche existing words of
Hebrew for stating the generalization over surface formsis preference is attributed
to the markedness component of Universal Grammar, whichasel towards stating
generalization over surface forms.

The product-oriented aspect of lexical trends was alsodnoteAlbright & Hayes

(2003). Inthe English past tense, several vowels in theeptehange to [0] in the pasti]



(e.g.drive ~ drove, [e1] (e.g.break~ broke), [i] (e.g. freeze~ frozg, [u] (e.g.choose~
chos@. Speakers go beyond the observed mappings, and are wilicigange any vowel
in the present tense to [0] to make the past tense. Havingadeliferent phonological
processes converge on the same output (a “conspiracy”’elésth 1970) is a hallmark
of grammatical behavior, and one of the central argumenfaviar of using Optimality
Theory (Prince & Smolensky 1993/2004).

Since speakers treat lexical trends as grammatical presdkat have limited lexical
scope, and since they are able to apply these processesaifmons, one concludes that
the grammar of a language needs to account for this behawithin the framework of
Optimality Theory, a central approach in accounting fordektrends is based on stochastic
grammar (Boersma 1997), used in the anlaysis of lexicatlzeém Tagalog (Zuraw 2000)
and in Hungarian (Hayes & Londe 2006). This approach anceltion to the proposal
made here are discussed;f3.7.

To summarize, lexical trends show all the aspects of gramaigthenomena, and
they should be described with the same mechanisms lingusssto describe regular
grammatical phenomena. The desired theory will be ableke the existing words of
the lexicon, extract statistical grammatical generaliret from them, and be able to project
these generalizations unto novel words. Previous work ipf@Vided a way for projecting
statistical grammatical generalizations onto novel woods no mechanism was offered for
extracting those generalizations from the existing worfde®language. Work outside OT
was able to extract generalizations from existing wordsthse generalizations were not
constrained by Universal Grammar, unlike the generabratthat humans extract from the
words of their language.

| offer an OT-based model that uses constraint interactoaxtract statistical gen-
eralizations from a lexicon and project them onto novel gerfthe model relies on the

treatment of different processes within a single morphickzgcategory as a competition



between conflicting grammars, which give rise to competiogstraint rankings in

Optimality Theory.

1.1.1 Identifying lexical trends

When the expression of a single morphological categorypsedictable given the base
form, lexical trends may arise. The past tense in Englishetample, is not completely
predictable given a verb root: The past tense may be exgrdsseuffixation of—ed
(pronounced predictably ag][ [t] or [1d]), a change of a root vowel (e.tped~ fed), or no
change at all (e.gspread~ spread’. Results from Albright & Hayes (2003) clearly show
that speakers identify partial generalizations, or trem¢he distribution of the different
realizations of the past tense. For instance, among thevaals of English, only verbs
that end in [d] (e.g. spread, rid, shed) or [t] (e.g. set, split, burst) can stay unchanged
in the past. When given a novel verb, speakers replicatddkisal generalization, and
only accept verbs as unchanged in the past when they endan|[f] (e.g.snedcan stay
unchanged in the past, whisib cannot).

As discussed below and in chapter 4, speakers use rankingnargs to identify
unpredictable patterns in the language they are exposeahtbthey build information
about lexical items into their constraint ranking. Thisitedly-enhanced grammar in turn

allows speakers to replicate generalizations about teeicdn in dealing with novel items.

1.1.2 Lexical trends and conflicting grammars

The fact that English verbs can stay unchanged in the pagtfahky have a final [t] or
[d] is not surprising given the presence of [d] in the regwlad past, and an analysis that
connects these two facts would seem like an insightful orgin@lity theory allows the

generalization to be captured fairly easily: Given an ulyiley suffix [-d] and a constraint

10ther expressions of the past tense include the unpretiicsatection of [-t] after{n,I}-final roots
(learn ~ learn-t, spell~ spel-), the change of a final [d] to [t] aftefn,I} (send~ sent build ~ built), and
the combination of a vowel change (most ofterid]) and t-affixation §weep~ swep-J.



that forbids clusters of alveolar stops, like [dt] and [ddgular verbs resolve the cluster
by epenthesis, and verbs that stay unchanged in the pastadke cluster by deletion
or fusion. Verbs that don’t end in [d] or [t] don't violate tle®nstraint on alveolar stop
clusters, and thus have no reason to stay unchanged in the pas

The tableau in (1) shows the derivation of the viytad] (quidg. The first candidate
in (1) is the winner, with an epenthetic vowel and hence aatioh of DEP. The second
candidate is zero-marked (i.e. it sounds identical to t¢) foy virtue of deleting the affixal
[d], thus violating Max 2. The final candidate is the faithful one, which violates astoaint

on clusters of alveolar stops (*DD, see also Borowsky 198Hich is undominated in

English.
(1)
/gaid + d/ *DD MAX DEP
a.l gardid *
b. gard *|
C. gaidd *|

The derivation of the zero-marked vedpred] (spread is shown in (2). In order to
make the zero-marked form the winnere®must dominate Mx, which is the opposite

of the ranking required bguide

2Alternatively, zero-marked verbs avoid a violation of *DB fusing the root [t] or [d] and the suffixal
[d], violating UNIFORMITY.



(2)

/spred + d/ *DD DepP MAX
a. [l spred *
b. spredid *1
C. spredd *1

In terms of OT, then, zero-marked verbs are simply resp@ntdira constraint ranking
that's different from the constraint ranking that contrtiie regular verbs of the language.
Regulared-taking verbs that end in [t] or [d] require Mk to dominate [EpP, whereas zero-
marked verbs require the opposite ranking.

Verbs that do not end in [t] or [d], such &gar] (star), shown in (3), cannot be zero-
marked using [d] as the underlying form of the past tense . The fully faithful
form starred harmonically bounds the zero-marked form, since it doegptate any of
the relevant constraints, including the one against dsstealveolar stops. No ranking of

these constraints can produce the zero-maskadas the past tense efar.

3)

/star + d/ *DD DepP MAX
a.l stard
b. starid *|
C. star *|

To summarize the result so far. Subjecting different verdifferent constraint

rankings allows verbs to be zero-marked in the past only éytlend in [t] or [d].



Furthermore, this result was derived from two other facualinglish: (a) the language
disallows final clusters of alveolar stops, and (b) the passé is regularly marked by
affixation of [d].

Zero-marking of the past tense was presented here as anaditer mechanism for
satisfying a phonotactic constraint on English words, *Dihile regular verbs satisfy
*DD by violating DEP, some verbs satisfy *DD by violating M. In other words,
different verbs in English respond to different grammarsrbg likeguiderespond to a
grammar that requires Mk > DEP, while verbs likespreadrespond to a grammar that
requires P > MAX. Verbs that don’t end in [t] or [d], likestar, are compatible with
either ranking.

Learners can discover that different words of their languagspond to different
grammars, and then they can keep track of the grammar thatward requires. A
mechanism for doing so depends on detecting inconsistdtriyce & Tesar 1999) and
then solving the inconsistency by constraint cloning (P26©6, 2008b), as shown in the

next section.

1.1.3 Constraint cloning

If English speakers are to recognize that the vgrideandspreadrespond to different
constraint rankings, they need to be able to extract rankifogmation from these words,
and then discover that those rankings are mutually incoitripat

A simple way of doing this is by using winner-loser pairs @e4995 et seq.). For
instance, the winnerhidid] from the tableau in (1), repeated as (4) below, can be paired
with each of the two losersgdid] and [gardd], to produce two winner-loser pairs (5). The
result is a comparative tableau (Prince 2002), where a W st a constraint prefers
the winner (i.e. the constraint assigns less violation m&wkhe winner than it does to the
loser), and an L means that a constraint prefers the losertlie constraint assigns less

violation marks to the loser).



(4)

/gaid + d/ *DD MAX DEeP
a.l gardid *
b. gad *|
C. gaidd *|
()

/gaid + d/ *DD MAX DEeP
a. gardid > gaidd wW L
b. gardid > gard w L

A row that has just one W and one L in it simply means that thestamt that assigned
a W to the row must dominate the constraint that assigned artthetrow. Therefore, the
first winner-loser pair reveals that *DB> DEP, and the second winner-loser pair reveals
that MAX > DEP.

Making a comparative tableau out of the tableau in (2) yié#sThe first winner-loser

pair reveals that *DDs>> MAX, and the second winner-loser pair reveals thab D> MAX.

(6)
/spred + d/ *DD DEP MAX
a. spred > spredd W L
b. spred > spredid W L




One advantage of comparative tableaux over regular tableathat comparative

tableaux can be combined, as in (7), which combines (5) and (6

(7)
*DD MAX DepP
a. gardid > gaidd \W L
b. gardid > gard w L
C. spred > spredd W L
d. spred > spredid L w

The comparative tableau in (7) allows the ranking argumfeota guidedandspread
to be compared and contrasted. Following the Recursive t@onsDemotion algorithm
(RCD, Tesar & Smolensky 1998, 2000; Tesar 1998; Prince 2@@®straint rankings are
discovered by identifying columns that only have W'’s and gneglls in them, “installing”
them in a ranking, and then removing any winner-loser paias the installed constraints
assigned W’s to. In this case, *DD is such a constraint, sinmely has W'’s in its column.
It can be installed as the top-ranked constraint in the lagguand winner-loser pairs (a)

and (c) can be removed. The remaining comparative tablaay&;.

(8)
MAX DEP
a. gaidid > gard W L
b. spred > spredid L W




At this point, the ranking algorithm stalls, since there mpemore constraints that have
only W’s in their columns. The information about the ranksfglAX and Dep is exactly
contradictory: the first winner-loser pairs demandsXvt>> DEP, and the second winner-
loser pair requires BP > MAX. In the original RCD, inconsistency detection causes the
ranking-finding process to stop, given RCD’s focus on systdrat can be described with
a single consistent ranking. To extend this approach t@systhat have exceptions, Pater
(2006, 2008b) suggests that exceptional morphemes remjgir@mmar that is inconsistent
with the regular grammar of the language, and thereforenisistency is a property of
natural languages, and must be resolved. Pater suggeistsdbiastraint be cloned, i.e. an
extra copy of the constraint be made, and the new copy be npadéis to the exceptional
morpheme involved. In the English case at hand, eithex Mr Dep will be cloned and the
clone will be made specific to the rogpread Having exceptional morphemes be subject
to lexically-specific clones and regular morphemes be stiltjethe general constraints,
allows the different behavior of different morphemes to bptared in a single, consistent
constraint ranking.

In the current proposal, constraint cloning does not resuhe general constraint and
one-lexically specific constraint, but rather two lexigadpecific constraints. The reason
for that will be made clear i§1.1.4.

In the English case, one of the constraints, eitherxMor DEP, will be cloned. One
clone will list verbs that end in [d] or [t] and takeif#} in the past, likeguide and another
clone will list zero-marked verbs likepread The inconsistency in (8), then, triggers the
cloning of one of the constraints. The result of cloningMis shown in (9), where each

clone is specific to a lexical item.
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(9)

MAX ga[d DEP MAX sprsd
a. gardid > gard w L
b. spred > spredid W L

Since the comparative tableau in (9) contains a column thit fbas W'’s in it, the
search for a ranking can contimy@nd a consistent grammar for English can be obtained:
First, the constraint MX .4 is installed, and the first winner-loser pair is removed.

With only the second winner-loser pair of (9) remainingsAxan be installed. It will
be added to the ranking below the last constraint to be iestaMAX 4,4, and the second
winner-loser pair is removed. The remainingakl,.q is left with no winner-loser pairs
to deal with, so it is installed below #». The obtained grammar is AK 4, > DEP >
MAX spred-

To motivate the lexical-specific nature of both clones, aisguss the exact nature of

cloning, | turn to a discussion of lexical trends in Turkish.

1.1.4 Replicating lexical statistics

Identifying the existence of irregular patterns in a largpiés a necessary condition
for learning a human language successfully, but it is notficgnt condition. Language
learners must also find the relative strength of competiritepes. When two behaviors
compete for the same set of lexical items, such as the delatid the epenthesis that
compete for thed- andt-final verbs of English, as discussed above, speaker dostt ju

recognize the existence of the two patterns, but also rezedmow well-attested each

30nce a constraint is cloned, the search for a ranking caaresthrts from the beginning with the full set
of winner-loser pairs, or equivalently, simply continugwihe winner-loser pairs that were left over at the
point of cloning. Starting the search for ranking from schadnly needs to happen when winner-loser pairs
are added or removed, as discussegyir?.
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pattern is. Speakers use their grammar to estimate théveeldelihood of the various
behaviors that the grammar allows, and use this estimatediolel the fate of novel items
they encounter. This section shows how constraint cloneng lee used to extract the
relative strength of an irregular pattern from the lexicon.

In Turkish, stem-final voiceless stops become voiced wherafir (such as the
possessive) makes them intervocalic. This process applissme words (10a), but not

others (10b).

(10) bare noun possessive
a. tat tad-i ‘taste’
tatf tads-i ‘crown’
b. at at-i ‘horse’
atf aff-i ‘hunger’

The Turkish phenomenon is similar to the case of the Englagt fense: Different
words of Turkish behave differently, and this differencen dze captured in terms of
constraint rankings. In Turkish, the relevant markednesssitaints are those against
intervocalic voiceless stops, such as *VtV andt®¥*. In words like the ones in (10a),
*VtV and *V {fV outrank faithfulness to voicing, causing a voiceless stdpecome voiced.
In words like the ones in (10b), faithfulness outranks *Vihda*V{V, leaving the stem
unchanged in the suffixed form. Note that faithfulness t@ivg is violated in (10a) only

if the stem-final stop is taken to be underlyingly voicelessit is in the bare noun. | will

4*VtV and *V{V are not generally active in Turkish, and voiceless intealiw stops occur freely in
roots, e.gata ‘father’, paffa ‘trotter’. The effect of *VtV and *WV must be limited in Turkish to derived
environments, i.e. they must only affect stops that haveimecintervocalic under affixation. While this
restriction could in principle be built into the definitiohthe constraints, e.g. *Vt]V, where the square bracket
notes a morpheme boundary, a more attractive solutionésexffin Wolf (2008b), who shows that principles
of OT-CC (McCarthy 2007a) can be used to account for derivedr@nment effects without hard-wiring
these effects into the definition of the constraints.
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assume that the learner takes the bare noun to be the umdadyiresentation, a move that
| discuss and motivate i§g.4.

In Turkish, the proportion of-final nouns that exhibit the voicing alternation is low
relative to the proportion of -final nouns that exhibit the voicing alternation. Spealeses
aware of the this difference, and when they are given nisfrell andtf-final nouns and are
asked to add the possessive suffix, they choose voicingnattens more often witlf-final
nouns than with-final nouns. This replication of the relative strength ofi¢al trends in
novel nouns is by no means restricted to Turkish, and it has bbserved in a variety of
languages, e.g. Tagalog (Zuraw 2000), Dutch (Ernestus &&aa003), and many others.

The table in (11) shows counts Bfinal and{f-final monosyllabic nouns in the Turkish
Electronic Living Lexicon (TELL, Inkelas et al. 2000). Theucial point to notice here
is that the 18-final nouns that alternate are more numerous than th¢-fibal nouns
that alternate, yet the alternatitdinal nouns make only 15% of the totgfinal nouns,
relative to the larger 37% alternation rate amongtthial nouns. So whilé-final nouns
show more alternation in absolute numbers, they show a esnmatbportion of alternation.
Since speakers prefer alternatirigfo alternating [t], one can conclude that what speakers
are attending to is not the number of alternating nouns foivangsegment, but rather

the number of alternating nouns relative to the number ofaltarnating nouns for that

segment.
(11) alternating non-alternating % alternating
t 18 102 15%
§ 15 26 37%

It should also be pointed out that speakers must be able to tkaek of alternation
rates for [t] separately fromtf[, rather than simply compute a single, global rate of
alternations for all consonants. To achieve this resukkakprs must come with a pre-

existing propensity to keep track of the behavior of difféareegments separately, since
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once two segments are merged into one category, there wib loeert evidence to suggest
that they should be separated.

To achieve the intended result, i.e. to give the grammar atovapmpare the relative
numbers of alternating and non-alternating items, clor@tsiraints must keep track of
both kinds of items. This is done by making all cloned constsdexically-specific, rather
than keep a general version of cloned constraints, as im 24186, 2008b).

Turkish supplies conflicting evidence for the ranking DENT(voice), which penalizes
voicing alternations, with respect to the ranking of *VtvVdanVvtfV, which penalize
intervocalic voiceless dental and pre-palatals stoppeaively. The comparative tableau

in (12) shows the two kinds affinal nouns.

(12)
VitV IDENT(voice)
a. tad-i > tat-i W L
b. at-i > ad-i L W

Once the learner is exposed to the two kindg-ihal nouns, the ranking of *VtV
relative to DENT(voice) can no longer be found, since neither constraintoimas W's in
its column. The learner will then clone a constraint, in ttése, *VtV (see§4.2 about
choosing which constraint to clone). Both clones are maded#y-specific, and the result
is the comparative tableau in (13), which gives rise to tla@gnar *VtV,, > IDENT(VOIce)

> *VV 4.
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(13)

*VV tat IDENT(VOICe) *ViV 4t
a. tad-i > tat-i w L
b. at-i = ad-i W L

Since the general *VtV is no longer present in the grammar|earner will have to list
any newt-final nouns they encounter with one of the clones of *VtVmgethat get a W
from *VtV will be listed with *VtV , and items that get an L will be listed with *V{y/
As the nouns tallied in (11) are gradually learned, the tegyigrammar will approach the

one in (14).
(14) *VtVigitems>> IDENT(VOICE) > *VV 102 items

In this resulting grammar, mosfinal nouns are listed with the clone of *VtV that ranks
below IDENT(voice), meaning that their final [t] will surface unchangedhe suffixed
form. Only 18 nouns are listed with the high-ranking clone*@fV, making their [t]
become a [d] intervocalically. Since both kinds of nounsleted in the grammar, the
relative size of each group is available to the speaker, hadspeaker can project the
relative probability of alternation onto a novel word: Wheffiered a novel-final bare
noun, and asked to derive its suffixed form, the speaker aadoraly choose one of their
listedt-final nouns and make the novel noun behave like it. Since dB¥% of the listed
nouns are listed above®ENT(voice), there is only a 15% chance for the novel noun to
alternate. In effect, by choosing randomly from the nourad #re listed in the grammatr,
the speaker causes the likelihood of alternation of the Inmwen to match the likelihood
of alternation in the grammar, which in turn matches theliliad of alternation in the

lexicon.
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Similarly for thetf-final nouns, once the speaker encountgftal nouns that do and

do not alternate, they will clone *§V, and eventually reach the grammar in (15).
(15) *VtfVisitems>> IDENT(VOICE) > *V HV 26 items

For thetf-final nouns, there are only 15 items listed with the clone\6f¥ that ranks
above bENT(voice), compared to the 1&inal nouns listed abovedENT(voice), but these
15 nouns make more than 40% of the total numbef-@hal nouns, making the likelihood
of an alternatingt]] higher than the likelihood of an alternating [t].

One of the responsibilities of the grammar is to estimate¢hetive likelihood of the
various behaviors that it allows, letting speakers buildtwgir knowledge of the lexicon
when asked to use a novel item. The use of constraint clorisghown here, allows
speakers to identify the existence of irregular patterulssdso extract their relative strength
from the lexicon.

The grammars in (14) and (15) are compatible with each ofiseshown in (16), where
they are combined. The two clones of *VtV lisfinal nouns, while the two clones of

*V AV list f-final nouns.
(16) *Vtv 18 items *V t‘[\/15 items > |DENT(VOiC€) > *Vtv 102 items *V thZG items

The grammar in (16) ensures that the listed items behave meced, e.g. that the
possessive form ofaf always comes out agdg-i and never astaff-i. Furthermore,
the same grammar ensures that a nave@lal noun will probably keep its [t] voiceless
in the possessive form, while a novgffinal noun will be more likely to respect ¥ by
alternating thet]] with a [&]. In other words, the same grammar derives the categorical
behavior of listed items, and projects the trends that gtediitems create onto novel items

stochastically.
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1.2 Structure of the dissertation

After the introduction to lexical trends and their treatin@n OT using constraint
cloning, two case studies are presented.

The first case study is Turkish voicing alternations, disedsin chapter 2. It presents
a study of the Turkish lexicon, and compares it to resultsnfra novel word task
experiment, showing that speakers projects lexical sitzgisnto novel items. Speakers
use the size of words (mono- vs. poly-syllabic) and the idermf their final stop to
define classes of similar lexical items, and project the Wiehaf each class onto novel
items. Speakers do not use, however, the quality of the ioatl-vowel in calculating
this similarity. | relate this language-specific obsematio the cross-linguistic observation
about speakers’ reluctance to learn a relationship betwees!| quality and the voicing
of a neighboring consonant (Moreton 2008). The connecti&twéen language-specific
lexical trends and cross-linguistic typological obseias is formalized by deriving both
kinds of phenomena from a single inventory of universal t@amsts, CON. The use of
CON to express lexical trends means that only trends thabeaexpressed in terms of
universal constraints can be learned. In other words, gpealse universal considerations
when they assess the similarity of lexical items.

The second case study is Hebrew plural allomorphy, disdussehapter 3. Again, a
lexicon study is compared with results from a novel word tesgeriment, showing that
speakers project a trend from their lexicon onto novel wovddsen choosing a plural suffix
for masculine nouns,im is chosen in the majority of cases, but the presence of am[0] i
the stem significantly boosts the likelihood of choosing pheal allomorph et. In real
Hebrew, every plural noun that has an [0] in its stem also hg®kin the singular, so in
real Hebrew, the connection between the presence of thae fbkei stem and the selection
of the suffix -ot can be stated equally well over the singulars, the pluralthemapping
between singulars and plurals. In an artificial mapping grpent, Hebrew speakers were

asked to learn novel vowel mappings between singular andl@tems that put [0] only in
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the singular or only in the plural. The speakers showed a@&prate for selecting the plural
affix based on the vowel present in the plural stem. This peefee doesn’t come from real
Hebrew, and | propose that it comes from universal grammfarnhalize this preference
with the use of markedness constraints, which only assdpsitdforms, in this case, plural
forms.

With the support gathered in chapters 2 and 3 for the use ofm@pty Theory to
account for lexical trends, a formal theory is developedhapter 4. | offer an extension
of the Recursive Constraint Demotion algorithm (RCD, Te&s&@molensky 1998, 2000;
Tesar 1998; Prince 2002) with constraint cloning (Pate62Q008b) that learns a grammar
from language data that includes lexically-specific phogmlal processes. This chapter
also offers a discussion of the revised assumptions abalérlyng representations in this
model, specifically, the restriction of non-surface-traderlying representations to affixes,
leaving roots necessarily surface-true underlyingly.aifynthe typology of lexical trends

that the model predicts is examined.
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CHAPTER 2
UNIVERSAL LEXICAL TRENDS IN TURKISH

2.1 Introduction

This chapter examines the phonology of voicing alternatiarfurkish, and shows that
Turkish speakers display a detailed, yet imperfect knogdembout trends in their lexicon.
| propose that the source of the imperfection is Universaln@nar, which biases learners
to notice some trends and ignore others.

Voicing alternations in Turkish are observed at the righjesdof nouns, as in (17).
Nouns that end in a voiceless stop in their bare form, sucheagpre-palatal stogf], can
either retain that] in the possessive (17a-b), or thf pf the bare stem may alternate with

the voiced ] in the possessive (17c-d).

(17) bare stem possessive
a. & atf- ‘hunger’
b. and anaf-i ‘female cub’
c. taf tak-i ‘crown’
d. ama amag-i ‘target’

Whether the final stop of a given noun will or will not altereats unpredictable.
However, the noun’s size strongly correlates with its statiost monosyllabic nouns
do not alternate, while most poly-syllabic nouns do. Sect®.2 discusses several other
factors that correlate with voicing alternations, and shdwat Turkish speakers use only

a subset of the available factors: They use the noun’s sidetl@nplace of articulation
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of the final stop, but they do not use the quality of the vowel fhrecedes the word-
final stop. A back vowel before a word-finaf][ for instance, correlates with more
alternations, but Turkish speakers ignore this corrataticheir treatment of novel nouns.
This language-specific behavior can be understood from ssdnoguistic perspective:

Typological observations commonly correlate the distidouof voice with a word’s size

and a consonant’s place of articulation, but rarely or nextr the quality of a neighboring

vowel. Indeed, speakers are reluctant to learn pattermnsdnaelate vowel height with the
voicing of a neighboring consonant (Moreton 2008, see alscekdn & Thomas 2007).

From a cross-linguistic perspective, it is unsurprisingt ttnono-syllabic nouns would
behave differently from poly-syllabic nouns with respexthe voicing alternation. Initial
syllables are often protected from markedness pressin@sirsy a wider range of contrasts
and an immunity to alternations (Beckman 1998). SpecifidallTurkish, the privileged
status of the feature [voice] in initial syllables is not yrdeen in voicing alternations.
Generally in the language, a coda stop followed by an onset will surface with the
voicing feature of the onset stop (eig.tib.dat ‘despotism’,*is.tip.dat), but a coda stop in
the initial syllable may disagree in voice with the followionset (e.gmak.bul ‘accepted’,
eb.kem'mute’).

The backness of a neighboring vowel, however, is never seentéract with a
consonant’s voicing. While such a connection is mildly pétcally plausible (vowel
backness correlates with tongue-root position, which iin twrrelates with voicing), there
is no known report of any language where consonant voiciramgbs depending on the
backness of a neighboring vowel, or vice versa. Given thisiig#he universal inventory of
possible phonological interactions, it is no longer swgipg that in Turkish, speakers show
no sign of using vowel backness as a predictor of voicingaéigons.

In Optimality Theory (Prince & Smolensky 1993/2004), typgical observations are
encoded in the structure of the universal inventory of aansts (CON). The constraints

are crafted such that their interactions produce all angl e observed sound patterns
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of the world’s languages. The preferred status of initidliadyes is encoded with a set of
faithfulness constraints specific to initial syllables.eTlack of interaction between vowel
backness and voicing is encoded by the exclusion of consiriiom CON that penalize
some value of £back] next to some value offvoice], e.g. *[+back][+voice]. In the
absence of such constraints, there is never a reason toebaegf these features in the
presence of the other, and the lack of interaction is predicThe account of the Turkish
facts offered here capitalizes on these aspects of CONewdrhaining agnostic about the
mechanism that excludes these constraints, be it by asguaniimnate set of constraints
(which is the regular assumption in OT since Prince & Smdgri®993/2004, and in the
context of learning in Tesar & Smolensky 1998, 2000; Tes®&81Mayes 2004; Jarosz
2006; Tesar & Prince 2006, among others), or by a mechanisrardtraint induction (as
in Hayes & Wilson 2008, Flack 2007a) that is purely phonataahd therefore has no
access to lexical trends.

A version of Optimality Theory is proposed where the behawibindividual lexical
items is recorded in terms of lexically-specific constraartkings (cf. Pater 2000, 2005,
2006, 2008b; Anttila 2002; Inkelas et al. 1997; 1t0 & Mesi®95). A noun with a non-
alternating final stop, likenalf ~ anaff-i, is associated with the rankin@#NT(voice)
> *V {fV, meaning that faithfulness to voicing outweighs the mdriess pressure against
intervocalic voiceless palatal stops. A noun with a finaémating stop, likeamaf ~
amag-i, is associated with the opposite ranking, i.etf’>> IDENT(voice). This assumes
that the final stop iramay is underlyingly voiceless, and that it surfaces unfaitlyfirh
amag-i, contrary to the traditional generative analysis of Tunkijsees 1961, Inkelas &
Orgun 1995; Inkelas et al. 1997), and in line with the suggastin Hayes (1995b, 1999).
This aspect of the analysis is discussed and motivatgd.t

Given this approach, the behavior of mono-syllablic nouile aff ~ ag-i, can
be recorded separately from the behavior of poly-syllalmans, by using a faithful-

ness constraint that protects the voicing feature of stopthe base’s initial syllable,
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IDENT(voice),;. The existence of constraints in CON that are specific taairstyllables
allows Turkish speakers to learn separate lexical trendsytmosyllabic and polysyllabic
nouns. On the other hand, in the absence of universal cartstthat relate voicing and
vowel backness, the backness of the stem-final vowel cammatsbd in recording the
behavior of any lexical items, and this aspect of the lexigoes ignored by speakers.

To encode lexically-specific constraint rankings, the iegref Optimality Theory used
here is one augmented by a mechanism of constraint clonirgpdped in Pater 2006,
2008b, see also Mahanta 2007; Coetzee 2008). In this thiemyuage learners detect
that their language requires opposite rankings of a paiontaints, and then clone one
of those constraints. In the Turkish case, speakers refladesome lexical items require
IDENT(voice) > *V {{V and some lexical items require the opposite ranking. Thegec
one of the constraints, sap#NT(voice), and then non-alternating nouns are associated
with the clone of bENT(voice) that ranks over *\fV, and alternating nouns are associated
with the clone that ranks under .

The resulting grammar contains two lists of nouns, as etfefipal noun of Turkish is
listed under one of the clones ab#NT(voice). Since mostf-final nouns do alternate,
most nouns will be listed with the clone that ranks belowt* Now suppose a
speaker encounters a novel noun in its bare form, and theyegtered to produce the
possessive form. The grammar allows the final stop to eithernate or not alternate,
but the alternating behavior is more likely, since more rare listed with the clone
of IDENT(voice) that ranks below *§V. Cloned constraints allow speakers to reach
a grammar that records the behavior of known items, and tmejeqt that behavior
probabilistically onto novel items.

The full analysis of Turkish will involve the faithfulnessmstraints bENT(vVoice) and
IDENT(voice),;, to protect final stops from becoming voiced, and additignslAx and
MAX 1, to protect final dorsals from deleting (s§24.6). These faithfulness constraints

conflict with a family of markedness constraints againstetass stops, either between two
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vowels (*VpV, *VtV, *V {fV, *VkV) or between a sonorant consonant and a vowel (*RpV,
*RtV, *RYV, *RkV). Each stop-final noun of Turkish is listed under arpai conflicting
constraints, or equivalently, each pair of conflicting doaigats accumulates a list of lexical
items, and this listing allows the speaker to project thechstatistics onto novel nouns.
This ability of speakers to project trends from their lexianto novel items is a well-
established observation (see Zuraw 2000, Albright et &012&rnestus & Baayen 2003,
Hayes & Londe 2006, among others). The theoretical cortabwf this work is two-fold:
(a) It relates the projection of language-specific lexioahtls to cross-linguistic patterns of
phonological interactions, by deriving both from the ini@y of universal constraints in
CON, and (b) it offers an OT-based grammar that applies atéstically to known items,

and projects lexical trends directly from those items orteeh nouns.

2.2 Turkish lexicon study

The distribution of voicing alternations in the lexicon afirkish depends heavily on
the phonological shape of nouns. For instance, while thé $bo@ in most mono-syllabic
nouns does not alternate (18a), the final stop in most pdlgksg words does alternate
with its voiced counterpart (18b). This section offers aadetl quantitative survey of the
Turkish lexicon, based on information from the Turkish Elenic Living Lexicon (TELL,

Inkelas et al. 2000).

(18) Bare stem Possessive
a. d aff-i ‘hunger’
b. amg amag-i ‘target’

Several phonological properties of Turkish nouns will becdssed, showing that four
of them correlate with stem-final alternations: (a) the nesize (mono-syllabic vs. poly-
syllabic), (b) the place of articulation of the stem-finast(c) the height of the vowel that

precedes the stem-final stop, and (d) the backness of that vow
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Of the 3002 nouns in TELL whose bare stem ends in a voiceleps atmost 90% are
poly-syllabic, and in most of those, the final stop altergat&9). The rate of alternation is

much lower for monosyllables, especially in those with apdéexn coda.

(19)  size n % alternating
Monosyllabic, simplex coda (CVC) 137 11.7%
Monosyllabic, complex coda (CVCC) 164 25.9%
Polysyllabic (CVCVC and bigger) 2701 58.9%

The distribution of alternating stops also varies by the@laf articulation of the word-
final stop (20). Most word-final labials, palatals and das%sdb alternate, but only a small

proportion of the final coronals do.

(20)  Pplace n % alternating
Labial (p) 294 84.0%
Coronal (t) 1255 17.1%
Palatal {) 191 60.5%
Dorsal (k) 1262 84.9%

While longer words correlate with a higher proportion okattating nouns, size does
not affect all places equally (21). In all places, CVC wortteraate less than CVCVC
words, but the behavior of CVCC words is not uniform. For édbiand palatals, a majority
of CVCC words alternate, patterning with the CVCVC wordsr e dorsals, the CVCC

words pattern together with the shorter CVC words, showingadest proportion of

1Some nouns in TELL are listed as both alternators and nemraitors. In calculating the percentage
of alternating nouns, such nouns were counted as half atten (although in reality it's entirely possible
that the actual rate of alternation is different from 50%efiefore, the proportion of alternating nouns is
calculated by adding the number of alternating nouns arfdtrhumber of vacillating nouns, and dividing
the sum by the total number of nouns.

2Dorsals delete post-vocalically, s§2.4.6 for discussion.
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alternators. Finally, the coronals show a very minor pldfeze with CVCC words actually

having a slightly higher proportion of alternators thateitlonger or shorter words.

(21) cvC cvCce CVCVC
Place n % alt n % alt n % alt
p 30 26.7% 16 75.0% 248  91.5%
t 41  6.1% 79 19.0% 1135  17.3%
{f 23 17.4% 18  58.3% 150  67.3%
43  3.5% 51  9.8% 1168 91.2%

In other words, it is not the case that size and place each aas@nstant effect.
Their effect on the distribution of voicing alternationsnoat be accurately described
separately. Anticipating the discussion§ia.3.2, it will be seen that indeed speakers treat
each place/size combination separately.

Further study of TELL reveals a correlation between the igualf the vowel that
precedes the word-final stop and the proportion of altemgatouns: high vowels correlate
with a higher proportion of alternating stops relative tonfogh vowels, and so do
back vowels relative to front vowels. This correlation ishiex surprising, since cross-
linguistically, vowel quality in not known to influence theoicing of a neighboring
obstruent.

A noun-final stop is about 30% more likely to alternate whetofeing a high vowel

than when following a non-high vowel (22).

SVowel length does correlate with voicing, with long vowelsrielating universally with voiced
consonants and short vowels with voiceless consonantkgiLi& Abramson 1964; Ohala 1983; Volatis
& Miller 1992). In some cases, such as that of Canadian Raidime change in vowel length causes a
concomitant change in vowel quality. S&&4.2 below for discussion.
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(22) Height of stem-final vowel n % alternating

—high 1690  41.7%
+high 1312 71.9%

The correlation with height, however, is not equally dtted among the different
size and place combinations. The table in (23) shows thabist size/place combinations,
there are only modest differences (less than 10%) betweeprthportions of alternating
nouns given the height of the preceding vowel. A larger dati@n in the opposite direction
(53%) is seen for the CVC@-final words, but this is limited to a mere 18 nouns, which
explains its negligible impact on the overall size coriielat The correlation with height
is concentrated at the longefinal nouns, where several hundred nouns show 24% more

alternating stops following a high vowel.

(23) cvC cvce CVCVC
—high +high —high  +high —high  +high
19 11 13 3 132 116
p
26%  27% 77%  67% 85% 99%
24 17 55 24 796 339
t
10% 0% 15%  29% 10% 34%
14 9 8 10 91 59
]
18%  17% 88%  35% 66% 69%
31 12 33 18 474 694
k
2% 8% 12% 6% 87% 94%

A fourth and final phonological property that significantlyrielates with the distribu-
tion of voicing alternations is the backness of the stem-imael (24). When preceded
by a back vowel, a stem-final stop is about 10% more likely tierahte compared to a stop

preceded by a front vowel.
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(24)  Backness of stem-final voweln % alternating

—back 1495 49.5%
+back 1507 60.3%

Just like vowel height, the correlation with vowel backnisssot uniformly distributed
in the lexicon. As seen in (25), the correlation with baclenisssmall (at most 13%) for
labial-, coronal- and dorsal-final nouns. A robust coriefawvith backness is seen fifr
final words of all sizes. Averaged over the 1®Zinal nouns, the proportion of alternating

nouns is 30% higher following a back vowel relative to a frooivel.

(25) cvC cvce CVCVC
—back -+back —back +back —back  +back
12 18 4 12 113 135
p
33% 22% 75% 75% 96% 87%
18 23 34 45 673 462
t
8% 4% 26% 13% 16% 19%
11 12 10 8 66 84
1)
14% 21% 40% 81% 50% 81%
19 24 25 26 510 658
k
8% 0% 16% 4% 90% 92%

In contrast to the four properties that were examined uptw (size, place, height and
backness), a phonological property that has but a negdiginirelation with the distribution

of voicing alternations is the rounding of the stem’s finaveb (26).

(26) Rounding of stem-final vowel n % alternating
—round 2524 54.6%
+round 478 56.4%
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A closer examination of vowel rounding is no more revealiagd the details are
omitted here for lack of interest. Other phonological prtipe that were checked and
found to be equally unrevealing are the voicing featuresoosonants earlier in the word,
such as the closest consonant to the root-final stop, thestlamnset consonant, and the
closest obstruent.

To sum up the discussion so far, four phonological propeieTurkish nouns were

seen to correlate with stem-final voicing alternations inkigh:

Size: mono-syllables alternate less than poly-syllabs] among the mono-

syllables, roots with simplex codas alternate more thatsraith complex codas.

e Place (of articulation): Stem-final coronals alternate ldeest, while labials and

dorsals alternate the most.

e \owel height: stem-final stops are more likely to alternatidofving a high vowel

compared to a non-high vowel.

e \owel backness: stem-final stops are more likely to alterf@towing a back vowel

compared to a front vowel.

All of these properties allow deeper insight when considenepairs: Size and place
have a non-uniform interaction, with CVCC words behavitkg ICVC words when dorsal-
final and like CVCVC words when labial- or palatal-final. Heigand backness interact
with place non-uniformly: the correlation with height isma@ntrated in the coronal-final
nouns, while the correlation with backness is concentratélae palatal-final nouns.

In statistical parlance, the aforementioned propertiasoeaunderstood as predictors in
aregression analysis. Since TELL makes a three-way digtmin stop-final nouns (nouns
that don’t alternate, nouns that do, and “vacillators&, nouns that allow either alternation
or non-alternation), an ordinal logistic regression modas fitted to the lexicon using the

Irm() function in R (R Development Core Team 2007). The dependeidie was a three-
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level ordered factor, with non-alternation as the lowestlialternation as the highest level,
and optional alternation as the intermediate level.

Five independent variables were considered:

e Size: a three-level unordered factor, with levels corresiitg to mono-syllables
with a simplex coda (CVC), mono-syllables with a complex a®dCVCC), and

poly-syllables (CVCVC). CVC was chosen as the base level.

e Place: a four-level unordered factor, with levels corresjiog to coronal, palatal,

labial and dorsal. Dorsal was chosen as the base level.

¢ High, back and round: each of the three features of the steshviowel was encoded
as two-level unordered factor. The base levels chosen wamnehigh, front and

unrounded.

First, each of these five predictors was tried in its own madedssess each predictor’s
overall power in the lexicon (27). This power is measuredifyand by the model’s
likelihood ratio (Model L.R.), which comes with a number cgiees of freedom and a
p-value. It turns out thatlace high, size andbackare highly predictive of alternations, in

that order, andoundisn’t®.

(27) R?  ModelL.R. df P
place 482 1469 3 <.001
high 113 284 1 <.001
size .078 193 2 <.001
back .015 37 1 <.001
round 0 0 1 489

4Another method for assessing the predictive power of eaaturfe separately is a TIMBL simulation
(Daelemans et al. 2002). Given the data in TELL, this systerates a number called “information gain” for
every predictor that it is given. The system confirmed thelie¢in (27), assigning the five predictors the
following information gain values, respectively: .367710.047, .009 and .0004.
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While high has a largei?? thansize the interaction ohigh andplaceis less powerful
than the interaction adizeandplace The interaction oplacewith each ofsize high, and

backwere tested in separate models, summarized in (28).

(28) R?  ModelL.R.  df P
place*size .588 1920 11 <.001
place*high  .519 1621 7 <.001
place*back .488 1496 7 <.001

When a base model that halsice*sizeas a predictor is augmented withace*high R?
goes up to .616. Augmenting the base model \pitice*backonly brings R? up to .594.
Finally, model with all three of the interactions in (28) asdgictors reaches ai of .622,
with a model L.R. of 2078 for 19 degrees of freedom. This finabel is given in (29).

The model in (29) hardly contains any surprises, as it cosfithe validity of the
observations made earlier in this section. It simply restahe numerical observations
as differences in the propensity to alternate relative écattvitrarily chosen baseline levels
of the predictors, namely CVC size, dorsal place, non-higluels and front vowels. The
size effect is mostly limited to the difference between CM@ £VCVC, with none of
the CVCC levels reaching significance relative to CVC. In @ ¢CVC size, the coronal
and palatal places alternate significantly less than thelin@sdorsal, and labial place
only approaches significance at this size. The vowel feattgach significance for the

interaction of high and coronal, and for the interaction atband palatal.

5The model in (29) was validated with the fast backwards si@pn method of thealidate()function,
and the predictobackwas the only one deleted. Since the interactiobaxtkwith placewas retained, | did
not removebackfrom the model, so as not to leave an interaction in the modthlowt its components. In
200 bootstrap runs, seven factors were considered: the thieraction factors, and the four basic factors
they were made of. At least 5 of the 7 factors were retaine®ihdf the runs, and in the vast majority of the
runs, the three interaction factors were among the oneimeetaTheR2? of the model was adjusted slightly
from .6213 to .6117. An additional step of model criticismswaken with thepentrace()function, which
penalizes large coefficients. With a penalty of .3, The peadlmodel was left essentially unchanged from
the original model in (29), with slight improvements of thevalues of the vowel-place interactions at the
fourth decimal place.
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(29)

Coefficient SE Wald: D
(y>=vacillator) —3.502 0.745 —-4.70 >0.001
(y>=alternating) —3.822 0.746 -5.13 >0.001
COR —0.102 0.976 —0.10 0.917
LAB 2.201 0.954 2.31 0.021
PAL 1.249 0.950 1.31 0.189
cvcce 0.783 0.869 0.90 0.367
CvCVvC 5.488 0.735 7.47 0.000
high 0.874 0.205 4.27 0.000
back 0.288 0.204 141 0.158
CVCC *COR 0.703 1.102 0.64 0.523
CVCC *LAB 2.022 1.157 1.75 0.081
CVCC * PAL 1.269 1.129 1.12 0.261
CVCVC *COR —4.011 0.959 —4.18 >0.001
CVCVC * LAB —1.737 0.901 —-1.93 0.054
CVCVC * PAL -3.110 0.919 —3.38 0.001
COR * high 0.620 0.254 2.45 0.014
LAB * high 0.533 0.539 0.99 0.323
PAL * high —0.754 0.387 —-1.95 0.051
COR * back 0.077 0.254 0.30 0.762
LAB * back —0.755 0.490 —-1.54 0.123
PAL * back 1.136 0.386 2.95 0.003

To summarize the study of the Turkish lexicon, it was fourat toth size and place
are excellent predictors of the alternation status of nouasger nouns are more likely to

alternate, and coronal-final nouns are less likely to adtiernIn addition, the height and

31



backness of final stem vowels are also good predictors in c@tibn with place: High
vowels promote the alternation of coronals, and back vowsdsnote the alternation of
palatals. All of these generalizations were confirmed toilglli statistically significant
in a logistic regression model. In other words, the size afn®p the place of their final
stop, and the height and backness of their final vowels ahgty correlate with voicing

alternations in a way that is statistically unlikely to beidental.

2.3 Speakers’ knowledge of the lexicon

In the previous section, the distribution of voicing al@ions in the Turkish lexicon
was examined and shown to be rather skewed. The distribaofiatternating and non-
alternating noun-final stops is not uniform relative to otpaonological properties that
nouns have: Size, place, height and backness were idengifiextatistically powerful
predictors of alternation.

What the humans who are native speakers of Turkish know aheutlistribution of
voicing alternations, however, is a separate questionglwisi taken on in this section. It
will turn out that native speakers identify generalizai@bout the distribution of voicing
alternations relative to the size of nouns and the placetafudaition of their final stops.
However, speakers ignore, or fail to reproduce, correbatioetween the voicing of final
stops and the quality of the vowels that precede them.

A novel word task (Berko 1958) was used to find out which diattgeneralizations
native speakers extract from their lexicon. This kind oktaas been shown to elicit
responses that, when averaged over several speakersatemistributional facts about

the lexicon (e.g. Zuraw 2000 and many others).

32



2.3.1 Materials and method
2.3.1.1 Speakers

Participants were adult native speakers of Turkisk 24; 13 males, 11 females, age
range: 18-45) living in the United States. Some of the spmakere paid $5 for their time,
and others volunteered their time. The experiment was elelivas a web questionnaire,
with some speakers doing the experiment remotely. For tepeakers, reaction times
were indicative of the speakers taking the questionnaimm@sitting, with no discernible

distractions or pauses.

2.3.1.2 Materials

A male speaker of Turkish, a graduate student from the ecasatepartment, recorded
the bare form and two possible possessive forms for each nep@ated three times. Each
stimulus was normalized for peak intensity and pitch angeécted by a native speaker to
be natural and acceptable. One of the possessive forms wygdeately faithful to the base,
with the addition of a final high vowel that harmonized witle gtem, following the regular
vowel harmony principles of the language. In the other pesige form, the stem final stop
was substituted with its voiced counterpart, except fotposalick’s, which were deleted.

Creating stimuli that exemplify all size, place and vowedlify combinations would
have come up to 96 (four places * three sizes * eight vowelitjeg). Since the lexical
distribution of voicing alternations among palatals artaldés is fairly similar, and in the
interest of reducing the number of stimuli, the palatal aindl categories were collapsed
into one category, using 12 words of each place, comparetlfiar2he coronal- and dorsal-
final words. The total number of stimuli, then, was 72 (thriee@ categories * three sizes
* eight vowel qualities).

Additionally, native Turkish nouns disallow the round nagthvowelso, 6 in non-initial

position. To make the stimuli more Turkish sounding, noghitiound vowels in the second
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syllable of the CVCVC words were replaced with the corresiog high vowelau, 0. The

nouns that were used are presented in (30).

The non-final consonants were chosen such that the resottimgs all sound plausibly

native, with neighborhood densities equalized among theuitas much as possible.

(30) CcvC CvccC cvcve
—high  +high | —high  +high | —high +high
—back | gep yitf telp ginf hevef &isip
—FOUNd o e b T
+back | dap nitf panf dirp yiyap maitf
P/l " . . . —
—back | kotf zip yonf kiirp boliyf
tariy
+¢0und e
+back | potf tup solp mutf konup
guyup
—back | pet hit zelt tfint niket gevit
—round -
+back | fat mit hant Jirt ya.at asit
t
—back | sot &ut gont nart solut
bunut
+back | yot nut &olt bunt tforut
muyut
—back | vek zik helk tink mesek perik
+back | &gak pik vank rirk tatak batk
k
—back | hok stk sonk purk nonuk
diyuk
+back | mok nuk bolk dunk zoruk
yuluk

Finally, 36 fillers were included. All the fillers ended inlegt fricatives or sonorant

consonants. To give speakers a meaningful task to perfotmthe fillers, two lexically-

specific processes of Turkish were chosen: vowel-lengdrradtions (e.gruh ~ ru:h-u

‘spirit’) and vowel4) alternations (e.gourun~ burn-u‘nose’). Eighteen fillers displayed

vowel-length alternations with a CVC base, and the othehten displayed vowel-

alternations with a CVCVC base. All of the fillers were chodeam a dictionary of
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Turkish, some of them being very familiar words, and somadpaibsolete words that
were not familiar to the speakers we consulted.

The materials were recorded in a sound attenuated booth Macintosh computer at a
44.1 KHz sampling rate. Using Praat (Boersma & Weenink 200&)token judged best of
each suffixed form was spliced and normalized for peak itieaad pitch. Peak intensity
was normalized using Praat’s “scale peak” function set & @or pitch normalization,
three points were manually labeled in each affixed form: theebof the word, the onset
of the root’s final segment (the onset of the burst in the caseops), and the offset of the
word. Then, a reversed V-shaped pitch contour was supesetoon the materials, with a
pitch of 110 Hz at the onset of the word, 170 Hz at the onsetefabt-final segment, and
70 Hz at the offset of the word. These values were chosen ier dodbest fit most of the
speaker’s actual productions, such that changes would iienauli

Finally, for each stimulus, two .wav files were created byoaianating the two suffixed
forms with a 0.8-second silence between the two, once wehvthiceless form followed
by the voiced form, and once with the voiced followed by thé&gtess. A linguist who
is a native speaker of Turkish verified that the final matene¢re of satisfactory quality.
While she had some concerns about stress being perceivefthadiy in a few of the filler

items, no problems were found with the stimuli.

2.3.1.3 Procedure

Before the beginning of the experiment, speakers were edithat voicing alterna-
tions are lexically-specific by presenting a familiar ndte@nating paradigmtép ~ top-u
‘ball’) next to a familiar alternating paradignép~ deb-i‘pocket’). Then, speakers were
asked to choose the possessive form of two familiar altergatouns (olap ‘cupboard’
andaaff ‘tree’), and feedback was given on their choices.

The stimuli were presented in a self-paced forced-choisle tAhe base form, e.det

was presented in Turkish orthography, which reflects trevegit aspects of the phonology
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faithfully. The participants saw an overt possessor withitjg case followed by a blank,
to provide the syntactic context for a possessive suffix, Algnin “Ali's
”, and they heard two possible possessed forms,fet-g.and fed-i. Speakers
pressed “F” or “J” to choose the first or the second possedsive they heard. Most
speakers took 15-20 minutes to complete the experiment.
The order of the stimuli and the order of the choices wereaamged. Additionally,

the fillers were randomly distributed among the first threartgrs of the stimuli.

2.3.2 Results

The experimental results are plotted in (31), grouped by aid place, plotted against
the percent of alternating words in the lexicon with the rhiatg size and place. The
correlation is excellent (Spearman’s rank correlatiom, t8s= 46, p = .839,p < .005),
showing that speakers have accurately matched the pegesméalternating words in the
lexicon. On average, the proportion of alternating respsmanges from 30% to 82%, as
opposed to a wider range of 6% to 92% in the lexicon. Nevezlthis compressed range

of responséscorrelates with the lexicon very well.

5The source of the compression of the human results comesfimsthbetween-speaker and within-
speaker sources. Some participants showed a strong pre¢eia@ alternating responses, and some showed
the opposite preference, resulting in at least 3 and at nbatt@rnating responses per item, thus covering
only 79% of the range of 0 to 24 alternating responses p@&ssiith 24 participants. Additionally, individual
participants varied as to how strong the size and placetsfigere in their responses, with weak-effect
participants causing further compression. The strengthede effects did not correlate with participants’
overall preference for alternation or non-alternation.
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(31) Proportions of nouns with voicing alternations in te&iton vs. the percent of

alternating choices in the experiment, by size and place.

85%

75% 1

65%

55%

human responses

45%

35%

CYEVCleoyy

25% T T T T
0% 20% 40% 60% 80% 100%

lexicon

In stark contrast to the tight correlation between the expental results and the lexicon
for place and size effects, as seen in (31), there is no patteen the height or backness
effects are considered. The chart in (32) shows the resultedeight factor. Each point
in this chart shows the difference in rates of alternatiawken high and non-high vowels,
by size and place. Positive values indicate more altematwith [+high] vowels, and
negative values indicate more alternations witiigh] vowels.

There is no correlation between the lexicon and speakerfonmeance when vowel
height is considered (Spearman’s rank correlation test,196.8,p = .312,p > .1). The
chart in (32) shows that speakers’ behavior was essentaligom with respect to vowel

height.
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(32) Differences between high and non-high stem-final vevirelthe lexicon vs. the

differences between high and non-high vowels in the exparinby size and place.

250

ey

human responses

ZO&;YCVG‘
CVCH
15% -
10% -
CVCVt
5%
CVm\z\ka
60% -40% -20% CWVCI(O 0 20% 4(
CVCp” -
'IOO/‘CVp
lexicon

%

The lack of correlation in (32) is probably only due to a sulsfethe points, most

noticeably CV@, CVCVY, and CVp. There is no sense, however, in which these are

“outliers”, as they represent a sizable proportion of theadaThe data for the CV(C

point comes from 18 lexical items and from 96 experimentapomses (4 items * 24

participants). The regression analysis below confirmsablk of correlation.

When vowel backness is considered (33), the result is eaallgtihe same: There is no

correlation between the lexicon and speakers’ responses e results are categorized

by size, place and backness (Spearman’s rank correlasgrbte- 326.1,p = —.140,p >

.1). Each point in (33) shows the difference in rates of afigon between back and front

vowels, by size and place. Positive values indicate moeerations with back vowels, and

negative values indicate more alternations with front ilewe
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(33) Differences between back and front stem-final vowelghi@ lexicon vs. the

differences between back and front vowels in the experinmnsize and place.

200
=AY
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O
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The contrast between the strong correlation in (31) andable of correlation in (32-
33) shows that speakers’ behavior is best understood asatpg the lexicon’s size and
place effects, but not replicating its height or backnetesced. This contrast is seen in the
statistical analysis below.

The results were analyzed with a mixed-effects logisticasgion in R (R Development
Core Team 2007) using thener() function of theLME4 package, withparticipant and
itemas random effect variables. The fixed effect variables wezesame ones used in the
analysis of the lexiconsize place high, backandround

An initial model was fitted to the data using ordizeandplaceas predictors. Adding
their interaction to the model made a significant improvenieequential ANOVA model
comparisony?(6) = 50.58,p < .001). The improved model with the interaction term is

given in (34). This model shows that labial place and CVCVZ:saire more conducive
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to alternating responses than the baseline dorsal plac€¥@dsize, respectively. As for
interactions, for the CVCC size, palatal place is more conato voicing than the baseline
dorsal place with the same CVCC size. Additionally, in the@XC size, all places are
less conducive to alternating responses than the baselisalglace eith the same CVCVC
size. All of these effects mirror the lexical effects as prasd in§2.2. The model stays

essentially unchanged when validated byplals.fnc()function (Baayen 2008).

(34) Estimate SE z D

(Intercept) ~0.864  0.283 —3.056 0.002
COR 0.111 0.256 0.434 0.665
LAB 0.744 0.304 2.451 0.014
PAL —-0.119 0.320 -0.372 0.710
cvccec —0.089 0.260 —-0.341 0.733
CvCVvC 2.694 0.285 9.469 < 0.001
CVCC:COR 0.385 0.361 1.065 0.287
CVCC:LAB 0.641 0.431 1.487 0.137
CVCC:PAL 1.867 0.447 4173 < 0.001

CVCVC:COR —-1.936 0377 —-5.142 < 0.001
CVCVC:LAB —1.436 0.455 —-3.154 0.002
CVCVC:PAL —-1.126 0.457 —2.463 0.014

The addition of any vowel feature to the baseline moti@lf, back or round) made
no significant improvemenp(> .1). No vowel feature approached significance, either on
its own or by its interaction witlplace For example, adding the interactiptace*high
to the model in (34) gives a new model where the interactiocoobnal place andighis
almost exactly at chance level £ .981). Addingplace*backthe to baseline model gives
an interaction of palatal place abdckthat is non-significant(= .661) and its coefficient

IS negative, i.e. going in the opposite direction from theden.
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In other wordssizeandplacehad statistically significant power in predicting the cleic
of alternation vs. non-alternation of stem-final stops.dzlly, however, none of the vowel
features had a significant effect on the participants’ admic

To summarize the findings, Turkish speakers reproduced igtgbdition of voicing
alternations in the lexicon by paying attention to the siz#he nouns and the place of the

final stops, while ignoring the quality of the vowel that pedes the stem-final stop.

2.3.3 Discussion

The experimental results show that Turkish speakers gkreettheir knowledge of
the voicing alternations in their lexicon. Not contentifgmselves with memorizing the
alternating or non-alternating status of single nounsakges have access to the relative
proportion of alternating nouns categorized by size andeplaJsing size and place as
factors, speakers must somehow project their lexicalssiedionto novel items. Although
the height and backness of stem-final vowels are strongheleded with alternations in
the lexicon, speakers’ treatment of stem-final vowels ineh@ords is random, showing
no significant interaction with their choice of alternatimgnon-alternating forms.

Speakers failed to reproduce the correlation between wamd voicing alternations
in spite of an abundance of overt evidence, while learnirgsike and place effects even
with very little evidence. For instance, the difference liremation rates betweefi-final
CVC and CVCC nouns was successfully reproduced in the expeatiresults, even though
the evidence comes from 23 and 18 actual nouns, respectiMeyevidence for the vowel
effects, however, comes from hundreds of nouns.

The proposal advanced here is that the results are beststiooléin light of a theory of
universally possible phonological interactions, as eedadd a set of universal constraints.
Only factors that can be expressed in terms of constraietantion can be identified

by language learners, with other lexical generalizationisg unnoticed. This model is
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contrasted with general-purpose statistical learneitsctiralearn any robust distributional

generalization, as discusse®Rb.

2.4 Analysis with cloned constraints

Turkish speakers evidence a detailed knowledge of trentfeinlexicon that regulate
the choice of alternation or non-alternation of stem-finaps. Furthermore, speakers are
biased by Universal Grammar to learn only lexical trends taam be captured in terms
of cross-linguistically observed interactions betweeorgiogical elements. This section
shows how an OT-based model can be used to learn the trenttsithans learn. The model
reads in the lexicon of Turkish and projects a probabiligt@mmar from it, a grammar
that can in turn be used to derive novel words in a way thaetates with the experimental
results shown ig2.3.

Given a stop-final novel noun and asked to choose a possdesimeor it, Turkish
speakers consult a subset of their lexicon: For instanaengihe nourdap, speakers
identify it as a mono-syllabip-final simplex-coda noun, and they compare it to the other
mono-syllabicp-final simplex-coda nouns in their lexicon. If they have 3@smouns,
of which 8 alternate and 22 don'’t alternate, as in TELL, tHemltkelihood thatdap will
exhibit a voicing alternation is 8 out of 30, or 27%.

In other words, Turkish speakers partition their lexicosdzhon phonological princi-
ples. The mass of stop-final nouns is partitioned by the dieach noun (mono- vs. poly-
syllabic), by the place of articulation of the final stop (ptt k), and by the complexity
of the final coda, and within each such group, alternatingeare separated from non-
alternating nouns. This creates a total of 2 * 4 * 2 * 2 = 32 pi@ntis. Nouns that don’t end
in a stop are all lumped together in the “elsewhere” panitio

Constraint cloning is a mechanism for partitioning the d¢exi and listing the words

that belong in each partition. The partitions are definedhigysiet of universal constraints
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in CON, which ensures that nouns are only categorized basathiversal grammatical

principles.

2.4.1 Constraint cloning

The OT-based model proposed here makes crucial use of tleeoof Inconsistency
Resolution, offered by Pater (2006, 2008b), which reliestloa Recursive Constraint
Demotion Algorithm (RCD, Prince & Tesar 1999).

In RCD, the speaker learns from “errors”, or mismatches betwthe words of the
language they are exposed to and the words that are prodyabeib current grammar.
Suppose the learner hears the adult fpkanat] ‘wing’, but their grammar producdgana],

because the markedness constrainbb@ out-ranks faithfulness in their grammar (35).

(35)
[kanat] *CODA MAX
a. ® kanat *|
b.O0 kana *

Since the current winnejkana], is different from the adult form, the speaker constructs
a winner-loser pair, as in (36). The tableau in (36) is a cauaipee tableau (Prince
2002), where W means “winner-preferring” (i.e. the constrassigns less violations to
the winner) and L means “loser-preferring (i.e. the comstrassigns less violations to the

loser).

(36)

*CODA MAX

a. kanat = kana L w
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RCD takes winner-loser pairs such as the one in (36) andatgt@agrammar from them
by identifying columns that don’t have L's in them and “instay” them. In this simple
case, Max can be installed, meaning that it is added to the grammambalty other
previously installed constraints (which would be at the tdpghe grammar in this case,
since no constraints were previously installed), and wiloger pairs that MXx assigns a
W to are removed from the tableau. OncexMis thus installed, the tableau is emptied
out, and the remaining constraints, in this case jusb®g&, are added at the bottom of
the grammar. The resulting grammar is nowa¥ > *CoDA, which allows codas to be
produced, as in adult Turkish.

There is no guarantee, however, that RCD will always be abilestall any constraints
and remove all of the winner-loser pairs from the tableatalllbf the available columns
have L's in them, RCD will stall. This situation arises whér tanguage provides the
learner with conflicting data, as in (37). In some words, ansti@al stop is voiceless
throughout the paradigm (37a-b), and in others, a final dtop's up voiceless in the bare

stem and voiced in the possessive (37c-d).

37) bare stem possessive
a. a aff- ‘hunger’
b. andl anaf-i ‘female cub’
C. taf tak-i ‘crown’
d. amaf amag-i ‘target’

Assuming the bare stem with its voiceless stop as the uridgrfprm,” the non-

alternating forms rank faithfulness to the underlying esgntations above the markedness

’Assuming the bare stem as the underlying representatioa ggainst the tradition in generative
linguistic theory, which assumes that alternating stosraom-alternarting stops have different specifications
for voice underlyingly (Inkelas & Orgun 1995; Inkelas et 4897, yet cf. Hayes 1995b). The empirical
shortcomings of the traditional approach are addressg®.é
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pressure against intervocalic voiceless stops (38), vdiiérnating forms require ranking

faithfulness below markedness (39).

(38)

(39)

[anaf +i/ IDENT(VOIice) VIV
a.l anal-i *
b. anak-i *|

[amal +1i/ *V [V IDENT(Voice)
a.lJ amak-i *
b. amd-i *|

With this understanding of the situation, the ranking betwthe faithfulness constraint

IDENT(voice) and the markedness constraintf¥/cannot be determined for the language

as a whole. Pairing the winners in (38) and (39) with theipeesive losers allows the

ranking arguments to be compared, as in (40).

(40)

|
IDENT(voice) | *V Vv
|
a. ang-i = anak-i W : L
i
b. amag-i = amaf-i L : W
|

Since the ranking arguments in (40) are inconsistent, therao rows with no L's in

them, and therefore no constraints can be installed, andrargar cannot be found using
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RCD. Pater (2006, 2008b) proposes a mechanism for resobtinly inconsistencies by
cloning. In cloning, the speaker replaces a universal caimstof general applicability
with two copies, or clones, of the universal constraint Hratlexically-specific, with each
clone listing the lexical items it applies®o

Given the situation in (40), the speaker can cloneNT(voice), making one clone
specific to the rooainalf (and any other lexical items thab&NT(voice) assigns a W to),
and the other clone specific to the ramtaf (and any other lexical items thatENT(voice)

assigns an L to). The resulting grammar is no longer inctersis

(41) . .
IDENT ! IDENT !
| VY.
(VoiCehnay | (VOiCEhmy |
a. ang-i > anag-i w | : L
b. amak-i > amaf-i : L | W

Now RCD can be successfully applied to (41): FirstENT(voice),y is installed, and
the first winner-loser pair is removed. This leaves the colwf*V{fV with no L's in it, so
*V{V is installed below bENT(voiceknas, and the second winner-loser pair is removed.
The remaining constraint,DENT(voiCehnmy iS added to the ranking below #¥. The
resulting grammar iSHENT(VOiC€hnyy > *VHfV > IDENT(VOIC€hmar, Which correctly
blocks the voicing alternation ianag-i but allows it inamag-i. In the case of (40),
choosing to clonedeNT(voice) solved the inconsistency, but cloningtf¥ would have
been equally useful. The question of which constraint toels addressed systematically

in §4.2.

8pater (2006, 2008b) suggests a slightly different mechanignere one clone is lexically specific and
the other clone stays general. | argug¢4.2 below that both clones must be lexically specific tovaot
for the behavior of Turkish speakers.
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The cloning of DENT(voice), and the listing of lexical items with its clonesyidied the
lexicon into three partitions: One partition contains tteis listed with the high-ranking
clone of DENT(voice), another partition contains the items listed whike tow-ranking
clone of IDENT(voice), and a third partition contains all the lexical itethat are not listed
with either clone. These partitions are not arbitrary, atihver determined by the the mark
that IDENT(voice) assigns to each winner-loser pair: W, L, or none.

Once a constraint is cloned, its clones accumulate listseotems they apply to. This
approach allows for two sub-grammars to coexist in a languadile keeping track of the
number of lexical items that belong to each sub-grammaceSime number of lexical items
of each kind becomes available in the grammar, the speakezstanate the likelihood of
each behavior.

The rest of this section shows how constraint cloning ceeatgrammar of Turkish that
reflects speakers’ knowledge of the lexicon, as determigetidoexperimental findings in

§2.3.

2.4.2 The place effect

As discussed i§2.2, all stops are not equally likely to alternate: While $kegps in most
tf-final andp-final nouns alternate, the stops in mbéhal nouns do not. The table in (42),
repeated from (20) above, lists the numbers of alternatimjreon-alternating (faithful)

paradigms by the place of articulation of the final stop, astbin TELL (Inkelas et al.

2000).
(42)  place Alternating  Faithful Total % alternating
p 247 47 294 84%
t 214 1041 1255 17%
] 117 74 191 61%
1071 191 1262 85%
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To replicate the effect that place has over the distributibxoicing alternations, the
language learner must separately keep track of words tldainedifferent stops. The fact
that voicing affects stops of different places of articidatdifferently is well documented
(e.g. Lisker & Abramson 1964; Ohala 1983; Volatis & Millerd®. Additionally, the
lenition of voiceless stops to voiced stops between vovgetdso very well documented.
Kirchner (1998) surveys numerous languages that lenitd #ikeir voiceless stops between
vowels, and several that lenite some of their voicelesssstbpt his survey also has
languages that lenite only labials (e.g. Gitksan, Hoard),.9hly coronals (e.g. Liverpool
English, Wells 1982) or only dorsals (e.g. Apalai, Koehn &gko 1986). This typology
can not only motivate a general constraint against intetostops, but also a family of
constraints that penalize voiceless stops between voWtsz, *VtV, *V {V, *VkV. The
interaction of each of these constraints witlENT(voice) will allow the speaker to discover
the proportion of the stop-final nouns of Turkish that aléeenin each place of articulation.

Note that for each place of articulation, the speaker hasetp krack of both the
number of words that alternate and the number of words thatodo Simply keeping a
count of words that alternate leads to a wrong predictionm@are, for instance;final
words andy-final words. There are 21#4final words that alternate, but only 1%Z#final
words that do. If the speaker were to only keep a count ofradterg words, they would
reach the conclusion th&ffinal words are more likely to alternate. But in fact, speake
choose alternating responses wjttinal words more often than they do wittiinal words,
reflecting the relative proportions of alternating and adternating nouns, not the absolute
number of alternating nouns.

Similarly, keeping track of just the non-alternating nown#i also make the wrong
prediction. Comparingf-final words andk-final words, we see that there are more than
twice as mank-final non-alternators than thefefinal non-alternators. Speakers, however,

choose non-alternating responses witfinal words less often than they do witffinal
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words. In order to match the proportion of alternating stopsach place, both alternating
and non-alternating words will need to be tracked.

Imagine a learner that has learned just two paradiginsf~ amadg-i and sepet~
sepet-i While one alternates and the other doesn’t, no incongigtsndetected yet, since

IDENT(voice) interacts with two different markedness constsafi3).

(43) . .
IDENT(voice) | *VitV LVYV
a. amas-i = amaf-i L : : W
b. sepet-i- seped-i w : L \

Running RCD on (43) yields the clone-free grammalif¥> IDENT(voice) > *VtV.

If the speaker learns the woethaf~ anaff-i, however, the grammar becomes inconsistent

(44).
(44) : :
| |
IDENT(Voice) |  *VtV LVHYV
| |
a. ame-i > amaJ-i L : : W
| |
b. and-i > anak-i w \ | L
| |
| |
c. sepet-i~ seped-i w : L |

Since there are no columns in (44) that don’t have L's in thB@D stalls. Cloning
either *VifV or IDENT(voice) can resolve the inconsistency. In this casdfV¥\ls chosen
since its column has the least number of non-empty cellso&hg a constraint to clone
based on the number of non-empty cells is discussé&d.R). The result of cloning *{V

is shown below:

49



(45)

| | |
ID(voice) | *VtV | *ViVama | *V Vanas
| | |
a. ama-i = amaj-i L : LW :
| | |
b. and-i - anak-i w \ \ L
| | |
| | |
c. sepet-i- seped-i W L :

Installing *V{fVama removes the first winner-loser pair. This leaveshT(voice) with
no L's in its column, so it is installed, and the last two winhgser pairs are removed.

Then, *VtV and *WV ,ny are installed, yielding the ranking in (46).
(46)  *VYVamar > IDENT(VOICE) >> *VIV, *V {V anay

The resulting grammar has successfully partitioned tha deahilable to the learner:
Lexical items that end i are listed with the two clones of ¥, and thet-final noun was
not listed, since-final nouns behave consistently in this limited set of data.

Cloning of *VtV will only become necessary once the speakeroeinters a word with
an alternating, e.g.kanat~ kanad+ ‘wing’, as in (47). Note that whenever the speaker
learns a new paradigm, information about constraint cdsflimay change; therefore,
constraint cloning always starts from square one with trditech of a new winner-loser

pair.
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(47)

| |
ID(voice) | *vtv | *V{V

| |

a. ama-i = amaf-i L \ \ w
| |

b. and-i >~ anak-i w \ L
| |

c. kanadt > kanati L LW \
| |
i i

d. sepet-i- seped-i w L

Given (47), cloning *\{fV will not suffice to make the grammar consistent. IftfV
is cloned first, the learner will install *¥V ,mg and remove the first winner-loser pair, but
then they will still have a tableau with no columns that hawd.is in them. Cloning *VtV

as well will solve the inconsistency, and the resulting graanwould be as in (48).
(48) *Vq‘Vamaf, *VtV kanat >> | DENT(VOlce) >> *VtV sepei *V ﬂVanaf

The resulting grammar in (48) successfully partitions tieedon: t-final nouns are
listed with clones of *VtV, and{ -final nouns are listed with clones of y¥. These
partitions are defined by the constraints that distinguistmers from losers. The language
learner’s ability to treat each place separately is a carmsep of the availability of
universal constraints that relate voicing and place otaldition. These constraints let
the speaker detect inconsistency in each place sepaiatelgreate lists of lexical items in

each place.

2.4.3 The size effect
Both the lexicon§2.2) and the experimental resulf (3) show a higher preference for
alternations in poly-syllabic nouns relative to mono-allt, in every place of articulation.

The size effect is not equal across the different places,eliesv Mono-syllabic nouns
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generally don't alternate, regardless of the place of @ldgion of their final stop. Poly-
syllabic nouns usually do alternate if they gréinal or {f-final, but not if they are-final.
Speakers have replicated this pattern of differentialttneat of poly-syllabic nouns. In
statistical terms, the size and place effects have a signifinteraction, and the implication
for the learner is that the proportion of alternating nowisarned separately in each place-
size combination.

The proposed account of this size effect relies on the positi the alternating final stop
relative to the initial syllable of the root. In a mono-syle noun, the unfaithful mapping
from a voiceless stop to a voiced one affects the initiabdé of the base, while a voicing
alternation in a poly-syllablic noun doesn’t affect thetiali syllable. Initial syllables
are known to enjoy greater faithfulness cross-linguidlijcas formalized by Beckman
(1997). The availability of a faithfulness constraint tpabtects only mono-syllabic roots
allows the speaker to partition the lexicon along this digien, putting mono-syllables in
one patrtition, and leaving the other nouns, which are toeeepoly-syllabic, in another
partition.

The role of the word-initial syllable in the distribution wéice in Turkish is not limited
to voicing alternations. Generally in the language, a cadp ®llowed by an onset stop
will surface with the voicing feature of the onset stop (ak®@wn as regressive voicing
assimilation, e.gis.tib.dat ‘despotism’,*is.tip.dat), but a coda stop in the initial syllable
may surface with its independent voicing specification.(eek.bul ‘accepted’,eb.kem
‘mute’).

For concreteness, this section focuses on learningfthral nouns of Turkish with

simple codas. The relevant lexical counts are in (49).
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(49) CVY cvevy Total

Faithful 18 44 62
Alternating 3 96 99
Total 21 140 161

Given both mono-syllabic and poly-syllabic nouns that dd do not alternate, as in
(50), the learner can successfully separate mono-syltabts from poly-syllablic ones by

cloning the specificbENT(voice),; first.

(50)
IDENT IDENTs1 *V Vv
a. satf-1> sadk-1 \W W L
b. tads-1 > tatf-1 L L w
C. anatf-1 > anads-1 W L
d. amads-1 - amatf-1 L w

IDENT(voice),; can be identified as more specific thaeNT(voice) by examining the
number of W’s and Ls in each column, since the more specifitstraint will necessarily
assign a subset of the W’s and Ls that the general constagigns. The result of cloning
IDENT(voice),; is in (51). Since only mono-syllabic stems are assigned Wby

IDENT(VOice),;, only mono-syllables get listed by clones at this point.
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(51)

IDENT | IDENTs1say | IDENTo1tag | *V IV
a. satfr>—sak+——W W =
b. tadk-1 > tatf-1 L L w
C. anatf-1 > anads-1 W L
d. amads-1 - amatf-1 L w

The column of bENT(voice)s has no L's in it, so it can be installed, and the first
winner-loser pair can be removed from the tableau. Whilertbao-syllabidf-final nouns
were successfully listed by clones afeNT(voice),;, the learner is not quite ready to
discover the rest of th¢-final nouns. Given the tableau in (51), there are no comggai
to install after the installation ofdENT(voice),1 s, SO either bDENT(voice) or *ViV will
need to cloned. Once either of them is clorted/,andamachwill be listed with one clone,
and anaff will be listed with the other. Assuming it iDENT(voice) that is cloned, the

resulting grammar will be the one in (52).

(52) IDENT(VOiC€)1sqas > IDENT(VOICE hngy > *V HV >

IDENT(VOiICE€)1tag, IDENT(VOICE)ay amay

The problem with the grammar in (52) is that the lexicon is meatly partitioned in
the way the learner needs it to be: The specheNT(voice),; correctly lists all and only
the mono-syllables, but the generalENT(voice), in addition to correctly listing all the
poly-syllabict/-final nouns, also incorrectly lists the mono-syllalfidinal alternators.

The problem is that the generabdNT(voice) assigns W’s and L's to all nouns,
regardless of size, potentially allowing some nouns to tdeuwip”, as seen in (52).

To ensure that nouns are not listed multiple times, the &raneeds to make sure that
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when they clone a specific constraint and list words with fbees, they also ignore any
W's or L's that a more general constraint assigns to thesedlis/ords. In the case of
(51), the learner needs to notice thaeNT(voice) is more general thamENT(voice),;

(as determined by the fact thabBNT(voice) assigns a superset of the W’s and L's that
IDENT(voice),; assigns), and ignore (or “mask”) the W’s and L's tha NT(voice) assigns

to the nouns that are listed bp#NT(voice),;°. The correct tableau, with the masking of

the W that bENT(voice) assigns tsaff-1 and the L that it assigns tadg-1, is in (53).

(53)

IDENT | IDENTs1say | IDENTo1tag | *V IV

\A/
LA

t

a. satf>—sak+——

®

b. tadk-1 > tatf-1

®
=

C. anatf-1 > anads-1 W L

d. amads-1 > amatf-1 L w

Given the tableau in (53), the column abdNT(voice) has the fewest W’'s and L’s,
so IDENT(voice) will be chosen for cloning. The learner will cloneaNT(voice) and
successfully list just the poly-syllables with it. The rigwg grammar will be the one in
(54). This grammar achieves the intended partitioning efléxicon: Theff-final nouns
are divided into mono-syllables and poly-syllables, antthimieach category, the nouns are

further divided into alternators and non-alternators.

(54) IDENT(VOiC€)1sas >> IDENT(VOICE hngy > *V HV >

IDENT(VOICE)11ay, IDENT(VOICEhmay

9The masking operation can also be defined to operate onlyspsibice the W’s will be removed by the
installation of a clone of the specific constraint, and magkif W’s will turn out to be vacuous.
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To summarize, the analysis of the size effect in Turkislesebn the availability of a
specific version of DENT(voice) that only assesses voicing alternations in moniadses.
The speakers uses the specibieNT(voice),; to list the mono-syllables, leaving the poly-
syllables to the care of the generaenNT(voice). The intended result relies on two
principles: (a) the selection of the constraint to clone dsniifying the column with the
fewest non-empty cells, and (b) the masking of W’s and L'sfigeneral constraints upon

the listing of items with a specific constraint.

2.4.4 Combining place and size

The distribution of the voicing alternations in Turkish isadyzed here as affected
by two factors: The place of articulation of the final stop,iethwas attributed to the
markedness of different stops between vowels, and thevgizeh was attributed to specific
faithfulness to voicing in mono-syllables. The two effebts/e a significant interaction,
where the size effect is strong in labials and palatals anchrsmaller for coronals. This
section will show how the learner can model this interacbgrusing pairs of constraints
to list lexical items.

The tableau in (55) shows the full range of possible winoeget pairs given two places
(tandtf), two sizes (mono-syllabic and poly-syllabic) and two aitgion patterns (faithful
and alternating). The intended result is for the speakeiattitpn their lexicon by size
and place, making four partitions, and within each of therfdurther partition and list
alternating and non-alternating items separately. Udmegdoning technique that was
offered in§2.4.2 andj2.4.3 above, no constraint will lead to the correct pantitig: For
instance, cloningDENT(voice),; will separate the alternating mono-syllabic nouns from
the non-alternating mono-syllabic nouns,sstf’ andat will be listed with one clone and
tayf andtat will be listed with the other clone. But this listing collagssthe place distinction,

putting #f-final nouns and-final nouns in the same partition.
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(55)

IDENT IDENT41 VvV *VitV
a. satf-1> sadk-1 \W \W L
b. tadk-1 > tatf-1 L L w
C. anatf-1 > anads-1 W L
d. amads-1 - amatf-1 L w
e. at-1> ad-1 W W L
f. tad-1 > tat-1 L L wW
g. sepet-i > seped-i W L
h. kanad-1 > kanat-1 L w

The mechanism of cloning must be made sensitive to the v&sources of conflict in
the data: The column ofbENT(voice),; indeed contains W’s and L’s, but these conflict
with different constraints. Some W'’s thab#NnT(voice),; assigns are offset by L's from
*VtV, and some are offset by L's from *yV. Similarly, the L's that bENT(voice),; assigns
are offset by W’s from *VtV and from *\{V.

To capture the different sources of conflict in the data,daixitems that are listed
with clones of bENT(voice),; must also mention which constraint they conflict with: If a
lexical item gets a W fromdENT(voice),;, this W must be offset by an L from some other
constraint, and vice versa. The clones DENT(voice),; don’t simply list lexical items,
but rather list lexical items by the constraint they confligth, or more formally, clones

list (constraint{lexical itemg) pairs. This is shown in (56). As before, the listing of items
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with clones of the specificDENT(voice),; causes the masking of W’s and L's from the

column of the more generabENT.

(56)

IDENT,; | IDENTy
IDENT | ¢vovsap, | ¢veveap, | VIV | *ViV

(*VtV, at) (*VtV, tat)

a. satf-1 > sadk-1

®
=

b. tads-1 > tatf-1

®
=

C. anatf-1 > anads-1 W L
d. amads-1 - amatf-1 L w
e. at-1> ad-1 @ W L
f. tad-1 > tat1 ®) L w
g. sepet-i > seped-i W L
h. kanad-1 > kanat-1 L wW

Next, the learner is ready to clonedNT(voice), which will again list items by the

constraints they conflict with. The resulting grammar is5i)(

(57) IDENT(VOICE)1 (+v v, say) > IDENT(VOICE)+y gy, anapy > *V IV, *VV >
(*VtV, at) (*VtV, sepeb

IDENT(VOICE)1 (v ¢V, taf) » IDENT(VOICE) v v, amay)
(*VtV, tat) (*VtV, kanat)

This grammar correctly partitions the lexicon: Clones DENT(voice),; list all the

mono-syllabic stop-final nouns that the speaker has, ansetlaoe further divided by
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markedness constraints intdinal and -final nouns. Of course, the full grammar also
lists p-final nouns under *VpV, and thodefinal nouns that show a voicing alternation are
listed under *VKkV (for more ork-final nouns, se€2.4.6). The nouns that were assessed
neither W’s nor L's by bENT(voice),;, which are therefore poly-syllabic, are listed by
clones of the generabDENT(voice). These again are listed by the markedness constrain
that IDENT(voice) conflicts with, correctly separating the poly-aylic nouns according to
the place of articulation of their final stop.

This grammar allows the speaker to learn the proportiontefr@hting nouns in each
size and place combination, with these combinations maaiéaéne by listing lexical items

with pairs of constraints.

2.4.5 The complex coda effect

As discussed irg2.2 and§2.3, stop-final CVC nouns have a lower proportion of
alternators relative to CVCC nouns. The complexity of thdacdoes not have the same
effect in all places of articulation, e.g. CVCC nouns haveapprtion of alternators that’s
similar to the proportion of alternators among the polylayles whemp-final and{ -final
nouns are considered, blifinal CVCC nouns pattern with the mono-syllatkedinal
nouns, which have a low proportion of alternators.

Of the 354 stop-final nouns in TELL that have a complex codd4, l2dve a sonorant
before the final stop, and 39% of those 244 nouns alternatehegd110 nouns that have
an obstruent before their final stop, only 3% alternate. &orndy sonorants lead to a non-
negligible proportion of alternators, only sonorants wesed in the experiment i§2.3,
and hence only nouns with a sonorant before their final stdpeiconsidered below.

The alternation of nouns with simple codas was attributeg2id.2 to a family of
markedness constraints that penalize intervocalic vessektops: *VpV, *VtV, *WYV,
and *VKV. Similarly, the alternations of nouns with compleadas is attributed here to

markedness constraints that penalize voiceless stopgéeta/sonorant consonant and a
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vowel, namely *RpV, *RtV, *R{V, and *RkV. This formulation of the constraints collapses
the distinction between the nasal sonorgmis n} and the oral sonoran{$, \, r, y}, which
might be an over-simplification. In the lexicon, stops araerikely to alternate following
nasals than following oral sonorants (47.6% vs. 29.3%)nddrcy that was also found in
the experimental results (49.0% vs. 39.6%).

The behavior of alternating and non-alternatififinal nouns with final complex codas
is shown in (58). The markedness constraint’¥Rprefers alternation, while the familiar

IDENT(voice) and bENT(voice),; prefer a faithfully voiceless root-final stop.

(58)
IDENT IDENTs1 *RYfV
a. gonf-i > gond-i wW w L
b. gend-i > gentf-i L L w
Cc. giiliiny-ii > giiliind-ii w L
d. giivend-i > giivent-i L w

With different markedness constraints regulating voicatigrnations in nouns with
simplex codas and complex codas, the learner can easilitigrarthe lexicon by the
complexity of the final coda. Adding the nouns with compleda®in (58) to the grammar

in (57) gives rise to the more complete grammar in (59).

(*VtV, at) (*VtV, sepeb
(*RYV, gony) (*RYV, glluny)

> *RYV, *V AV, *VtV >

IDENT(VOICE)1 (v v, tag) » IDENT(VOICE )y g, amay)
(*VtV, tat) (*VtV, kanat)
(*R{V, genf) (*RYV, guvery)
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The grammar in (59) allows the speaker to partition tifefmal nouns by their mono-
or poly-syllabicity, and within each length, by the comptgxf their coda. Within each of
the four kinds oftf-final nouns, alternators are separated from non-altersiagoving the
speaker access to the relative proportion of alternatingnem each partition. The stimuli
with complex codas that were used in the experimerRid were all mono-syllabic, and
for those nouns, speakers successfully replicated theoprop of alternators from the
lexicon.

Poly-syllabic nouns with complex codas were not treatecsply in the statistical
analyses ir§2.2 due to their small number relative to the poly-syllalmeins with simple
codas. Of the 301 mono-syllabic nouns in TELL, the 164 nobashave a complex coda
make a respectable 54.5%. However, the 190 poly-syllabimsiavith a complex coda
make a mere 7% of the 2701 poly-syllabic nouns in TELL. Consetly, poly-syllabic
nouns with complex codas are not very representative of thikidh lexicon as a whole,
nor are they representative of the poly-syllabic nouns akish, and therefore they were
not tested in the experiment §2.3. They are included in the analysis here for the sake of

completeness only.

2.4.6 \oicing alternations and k-() alternations

The discussion of voicing alternations §8.2 and§2.3 abstracted away from the fact
that post-vocalic dorsals delete, rather than become doiliee crucial observation in this
context is that the voicing of stem-final stops and the daetif stem-final dorsals are in
complementary distributionThis is seen in (60) below, where post-vocalic dorsalseeith
surface faithfully in the possessive (a-b) or delete (cad)ereas post-consonantal dorsals

either surface faithfully (e-f) or voice (g-h).
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(60) bare stem possessive
a. ok ok-u ‘arrow’
b. tfekik tfekik-i ‘slanting’
C. gok go-u ‘sky’
d. tfilek tfile-i ‘strawberry’
e. mulk mulk-u ‘real estate’
f. mehenk mehenk-i ‘measure’
g. renk reng-i ‘color’
h. kepenk kepeng-i ‘rolling shutter’

Given ak-final noun in Turkish, it is not predictable whether it willrface faithfully or

unfaithfully, but if it is known to surface unfaithfully, is predictable whether the final [K]

will voice (following a consonant) or delete (following awel). If dorsal deletion were in

some sense an independent process of Turkish, its compi@melistribution with respect

to voicing would be left unexplained.

Both the voicing and the deletion of final dorsals show a sikecein TELL (61).

While the size effect is dramatic for the post-vocalic dtg$a% vs. 93%), there is also a

noticeable size effect for the post-consonantal dors@%o(s. 41%).

(61) Size Faithful Alternating % alternating
mono-syllabic 42 1 3%
Deletion
poly-syllabic 79 1048 93%
mono-syllabic 45 5 10%
\Voicing
poly-syllabic 19 13 41%

The deletion of a final dorsal does not violateNT(voice), but rather violates WX, a

faithfulness constraint that penalizes deletion. To I¢hersize effect, the learner will need
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to use the general Mx and the specific MX,;, which penalizes the deletion of material
from the initial syllable of the stem.

The complementary distribution of voicing alternation atudsal deletion is apparent
from the summary of the ranking arguments, exemplified witthoisyllabic nouns in
(62). There is a conflict between#NT(voice),; and *RkV, and there is a separate conflict

between M\X,; and *VKV. The learner is free to discover each conflict sefedya

(62)
IDENT41 *RkV MAX 1 *VkV
a. milk-i > milg-i w L
b. reng-i > renk-i L wW
C. ok-u> o-u W L
d. go-i >~ gok-i L W

If IDENT,; is cloned first, DENT(voice);; +rkv, maiy Will be installed, followed by the
installation of *RkV. Then, either Mx,; or *VkV will need to be cloned. If M\Xq iS

cloned, the resulting grammar will be as in (63).

(63) |DENT(VOiC€)01<*RkV’ mulk) ~> *RKV > MAX01<*Vk\A ok) > *VkV

> IDENT(VOICE)1 (Rkv, renk)» MAX 61 vy, gok)

Equivalently, If MaX 4, is cloned first, followed by the cloning obENT(voice),;, the
resulting grammar, in (64), is just as good as the grammaB3j ih accounting for the

available data.

(64)  MAX g1 vk, ok) > *VKV > IDENT(VOIC@)1 kv, milk) > *RKV

> IDENT(VOICE)1 (kv renky, MAX g1 +vikv, gok)
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Since the deleting dorsals and the voicing dorsals are irpEmentary distribution,

and controlled by separate constraints, it doesn’t mathtéciwtrend leads to cloning first.

2.4.7 Summary of the analysis

This section offered an OT-based model that allows speakedgtect inconsistent
behavior in their lexicon, and encode the inconsistencyemms of lexically-specific
constraint clones. Each cloned constraint lists the itdrasit applies to, with each item
listed with the constraint that triggered the inconsisyeitis lexically-enriched grammar
can be applied to novel items, with clones that list more genore likely to exert their
influence, thus projecting the lexical trend unto the notghss.

The listing of lexical items with clones can also be seen astjmaing the lexicon:
Each item is classified according to its behavior, gettiagetl with an appropriate clone if
it participates in a lexical trend, or going unlisted if ihis

In Turkish, voicing alternations are irregular. Stem-finaiceless stops become voiced
before vowel-initial suffixes in some words due to markednesnstraints that favor
lenition, and stay voiceless in other words due to faitrégkto their base form, which
is also assumed to be their underlying form. The availgbdita family of markedness
constraints that affect each place of articulation sepgra(viz. *VpV, *VtV, *V {V,
*VKkV) allows speakers to partition the stop-final nouns oflish according to the place
of articulation of the final stop. With access to the relatuenber of items in each
partition of the lexicon, speakers can project this aspkttiolexical statistics onto novel
forms. The availability of faithfulness constraints theg apecific to initial syllables (viz.
IDENT(voice),; and MAX ;1) and general faithfulness constraints allows speakerrtdgipa
the stop-final nouns of Turkish according to their size: Alions in mono-syllabic nouns
can be identified as causing unfaithfulness to the only, @amté to the initial syllable of

the base, whereas alternations in longer nouns do not dffednitial syllable. This lets
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speakers patrtition the lexicon by the size of its nouns, had project the lexical statistics
onto novel items.

In the proposed model, the language learner identified the&t specific lexical trend
that can be expressed with constraint interaction. Wherteeebehavior of lexical items
causes ranking conflicts, lexical items are recorded witbreace to two most specific
conflicting constraints: One of the constraints is cloned, i'ems are listed under a clone,
paired with the other constraint that was involved in theflbomn In Turkish, this allows
speakers to combine the place effect and the size effethdisouns according to their
size and the place of their final stop.

Since the model only uses the Universal constraints in COfddord lexical trends, it
ignores facts about the lexicon that cannot be expressédunitersal constraints. Since
languages are not observed to have interactions of obstmogring with the height or
backness of neighboring vowels, there are no constraiatspnalize combinations of
voicing with neighboring vowel qualities. In the absencesath constraints, Turkish
speakers cannot record the effect that vowel height andnesskhave on the distribution

of voicing alternations.

2.5 General-purpose learning with the MGL
The Minimal Generalization Learner (MGL) of Albright & Hag€2002, 2003, 2006)

is an information-theoretic algorithm that generalizetgras over classes of words that
undergo similar alternations. MGL provides a reflectionrehts in the lexicon and has
the potential to generalize them to novel outputs. The MGl ldeen shown to successfully
model humans’ experimental results in novel word-formatiasks with the past tense in
English and with similar tasks in other languages, and is @good representative of
a class of models that access lexical patterns without aaxy dogjainst generalizing from

phonologically unnatural trends.

65



The MGL works by reading in pairs of surface forms that arephotogically related,
such as a bare noun and its possessive form in Turkish, mgeatiule for each pair, and
then generalizing over those rules to make more genera.rlbese more general rules
can be applied to novel bare nouns, giving a set of possiliestEforms with a confidence

score assigned to each.

2.5.1 Materials and method

To simulate the behavior of the human participants as dsestiin the experiment in
§2.3, the MGL was provided with all the stop-final words in TERE training data, and
with the stimuli of the experiment as test items. In additithe MGL received a feature
matrix of the consonants and vowels of Turkish, which it usefind natural classes. The
results reported here were obtained by running the MGL at®8€ confidence level, which
is the level that generated the results that most closelghedtthe human results.

For each testitem, the MGL generated alternating and niemnralting possessive forms,
each form associated with a confidence score, which repretiemn likelihood of getting
that response from a human. To calculate the proportiontefredting responses that the
MGL predicts, the confidence score of each alternating respwas divided by the sum of
the confidence scores of the alternating and non-altegegsponses. For example, given
the nounfat, the MGL produced the fornfat-i with a confidence of 87% and the form
fad-i with a confidence of 23%. The predicted alternation ratefdowas calculated as
23%/(23%+87%) = 219%° Thus, the MGL predicted alternation rates for each of the 72

test items of the experiment.

10The MGL’s confidence iffiat-i and its confidence ifad-i are not guaranteed to add up to 100%, because
the MGL may use different rules with different scopes foridag the two outputs. For exampl&t-i was
derived with a rule that is limited to CVt roots, most of whidh not alternate, hence the high confidence
rate; whereafad-i was derived with a rule that affedtdinal stems of any size, and thus allows the relatively
higher rate of alternation in CVCVt roots relative to CVt teto boost the confidence fad-i.
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2.5.2 Results

The chart in (65) shows MGL'’s prediction for the nonce wordsdiin the experiment,
grouped by size vs. place, plotted against the proporticadtefnating words in TELL in
the corresponding size and place. The MGL predictions neatthe lexicon very well

(Spearman’s rank correlation test= 18,p = .937,p < .001).

(65) Rates of alternation in the lexicon, by place and sik#tgd against the percentage

of alternating responses predicted by the Minimal Gereatibn Learner.
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The MGL prediction match the lexicon for the height effecinadl, as shown in (66),
with significant correlation (Spearman’s rank correlatiest,S = 92,p = .678,p < .05).

This contrasts sharply with the lack of correlation betwé®s lexical statistics and the

experimental results (see 32 above).
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(66) The difference in rates of alternation between high aoakhigh vowels, by size

and place, in the lexicon and in the MGL results.
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2.5.3 Discussion

The MGL's impressive performance in matching the lexicahtts of Turkish voicing
alternations were to its detriment. In out-performing tlatigipants of the experiment
described ir2.3, it failed to mimic human behavior.

The MGL is a powerful learner for phonological patterns. €iwnothing but a list of
paradigms and the natural classes that the segments imi} fiolearned that Turkish has
voicing alternations and that there are factors that arestaded with their distribution.
However, since the MGL lacks a theory of possible interaxgtibetween phonological
elements, it could not ignore the predictive power of vowelght and backness in
determining the alternating or non-alternating statustifséed nouns, and it used all the
correlations it found in predicting the status of novel farm

Humans, | argue, are biased to ignore any effect that vowalitgumnight have on

the voicing of a neighboring consonant. This one and the daia®is observed in two
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domains of linguistic investigation: In the cross-lingigal study of regular phonological
phenomena, and in the language-specific study of the dissibof lexically-determined
phonological processes.

The MGL results are representative of a wider range of legraigorithms, such as
CART (Breiman et al. 1984) or C4.5 (Quinlan 1993), which useefy distributional
properties of a lexicon to model human behavior. The MGLgaadlage over these other
models is that it isn’t given a list of possible generaliaat to explore in advance, but
rather generates its own set of hypotheses. With models ttha the MGL, the lack
of vowel effect could be hard-wired by not supplying the mogih information about
vowel quality. Since these models are not specific to langwagl therefore don’t have
any information about natural phonological interactiossch an exercise would offer
little insight into the problem at hand. The MGL simulatianinformative specifically
because it is given whole words to deal with, without addiglanformation about which
generalizations to attend to.

The MGL results show that a model that isn’t equipped with acfebiases that
determine the universal range of phonological interastiiil be unable to successfully

mimic human behavior and ignore accidental regularitieslgxicon.

2.6 UR-based approaches to final devoicing

The traditional generative analysis of Turkish voicingaitations (Lees 1961; Inkelas
& Orgun 1995; Inkelas et al. 1997) attributes different whdeg representations to word-
final stops based on their behavior (although a different@ggh was suggested in Hayes
1995b). There is no explicit analysis of Turkish in terms git@ality Theory, but an
analysis in the spirit of Inkelas et al. (1997) would be sdrrggj like (67). In this analysis,
nouns that surface with a voiceless stop throughout thedgarahave a voiceless stop
underlyingly, while stops that alternate have an undegystop that is unspecified for

[+voice].
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(67) a. The UR’s of [at] and [tat] are /at/ and /taD/
b. The UR of the possessive is /I/ (a high vowel)

c. /at +|/— [at-i] requires bENT(voice)>> *VtV

at + | IDENT(VOIice) *VtV
a.l at-i *
b. ad-i *1

d. /taD + I/ — [tad4] is consistent with bENT(voice) > *VtV

taD + | IDENT(VOIice) *VtV
a. tati *1
b.O tad-i

In this theory, bENT(voice) dominates any relevant markedness constraind, an
alternating stops have under-specified underlying reptasens that escape faithfulness.
Underlyingly voiced stops will surface faithfully throught their paradigm, as is observed
in nouns such aad ~ ad-i ‘name’. The deletion of dorsals can be encoded in a different
representational mechanism, that of “ghost segments’ (&96), or segments whose
absence from the output does not violate the regulax Vas suggested by Joe Pater (p.c.).

This theory encodes the observed difference between atieghand non-alternating
paradigms in the underlying representations, leaving thenghar consistent. Since the
experiment ing2.3 shows that speakers have detailed grammatical knoe/ladgut the
propensity of final stops to alternate, it is not clear howakges could encode this

knowledge if it allowed to escape the grammar. Burying infation about voicing
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alternations in the lexicon would force speakers to lookgieneralizations directly in the
lexicon, where nothing would prevent them from finding thevebquality effects that they
didn’t exhibit in§2.3.

In the analysis offered i§2.4, the bare forms of nouns were assumed as their underlying
representations, and it exactly this assumption that tbthe speaker to find conflicting
ranking arguments, and then encode lexical statisticseiigtammar. The consequences of
assuming surface forms as underlying forms are furtheroegglin§4.4.

Beckman & Ringen (2004) offer a different UR-based analygigurkish voicing
alternations. They focus on the fact that pre-vocalic Meggstops in Turkish are aspirated,
i.e. nouns likeat ~ at-i are actually pronounceat ~ at"™i. Then, they derive the three-
way contrast between voiceless throughout, voiced throughnd alternating stops from
an underlying contrast between aspirated, voiced, and tkana&tops, respectively. The
aspirated and unmarked stops merge in the bare stem due tostaiot against final
aspirated stops, and the unmarked and voiced stops merge possessive forms due
to phonetic passive voicing of intervocalic stops.

The accuracy of Beckman & Ringen’s (2004) phonetic desompis not contested
heré!. Rather, | point out that a reliance on underlying represténis leaves unexplained

speakers’ knowledge about the distribution of voicingrakiions.

2.7 Conclusions
This chapter presented a study of Turkish voicing alteamatithat contrasted trends
found in the Turkish lexicon with the knowledge that speak®ave about it, showing that

speakers are biased to reproduce certain trends but nosothe

1n fact, assuming that Beckman & Ringen’s (2004) phonetgcdption is accurate, then no possessive
form of Turkish violates *VtV, and this constraint can no ¢@mr distinguish alternating and non-alternating
forms. The speaker would have to call upon different comgsasuch asbdeNT(asp). Alternatively, the
effect of *VtV could be observed opaquely.
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Speakers chose voicing alternations when presented wil nouns more often with
poly-syllables than with mono-syllables, and with nonesals more often than coronals,
reflecting the trends in the lexicon. However, they did nobade more alternating
responses when the rightmost vowel of the novel noun wasdrighck, ignoring the trend
for more alternations in those conditions in the lexicone pinoposal made here was that
lexical trends are learned in terms of typologically-rasgible constraints, which are part
of UG. The prediction this makes is that there is a necessarglation between the space
of regular phonological processes as observed in the warlguages on one hand, and
the space of irregular trends that speakers can extracttfremlexicon on the other hand,
since both kinds of phenomena stem from a single posited $atigersal Constraints.

A statistical analysis of the Turkish lexicon was offereaid @ontrasted with the results
from the experiment, showing that speakers ignored a atioel between vowel quality
and the voicing of a neighboring vowel. The experimentaliitssvere contrasted with the
results of the MGL simulation (Albright & Hayes 2002, 200805), which over-learned
the Turkish data, projecting the vowel quality effects thamans ignored.

The conclusion was that a general-purpose statisticatdearould not reproduce the
behavior that humans display, and that a successful théteyioal learning must combine
the ability to learn lexical trends with UG-based biasese phoposed learner identified
conflicting lexical behaviors in the lexicon and resolvee tlonflict by cloning constraints.
Once constraints are cloned, each clone keeps a list of tmdswbgoverns, assuring
that existing words behave consistently. At the same titne,ctones can be used in a
generalized way, referring only to the proportion of worlasttare governed by each clone,
to project the lexical trend onto novel words.

The resulting learner simulated the process of learningci@da without relying on
general-purpose pattern matching. Rather, it used a seniwEk$al Constraints that were

augmented by the ability to clone constraints. In the Turkiase, the simulated learner
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ignored the correlation between vowel quality and consbwaicing thanks to the absence

of constraints that relate the two, and thus it mimicked thledvior of the human learner.
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CHAPTER 3
SURFACE-BASED LEXICAL TRENDS IN HEBREW

3.1 Introduction

In Hebrew, the plural suffix for nouns has two allomorphgn for masculine nouns
and -et for feminine nouns. The choice of affix is completely predide for adjectives
and loanwords, but native nouns allow exceptions both wegsie masculine nouns take
—ot, and some feminine nouns takin-

The masculine nouns that exceptionally take are phonologically clustered. Out of
the 230ot-takers in a Hebrew lexicon (Bolozky & Becker 2006), 146 newr 63%, have
the vowel [0] in their last syllable. The results reported3:3 below and in Berent, Pinker
& Shimron (2002, 1999) show that speakers are aware of thel fie more -et in nouns
that end in [0], and project this trend onto novel items. Ineotwords, speakers’ choice
of plural allomorph is not determined entirely by the steggsder or morphologically
idiosyncratic properties, but also by the stem’s phonaalghape.

In my analysis of this case of partially phonologically detened allomorph selection,
ot-takers with [0] in them respond to a high-ranking markednasnstraint that requires
an unstressed [0] to be licensed by an adjacent stressedf[dirhilar requirement on
vowel licensing in Shona, Beckman 1997; Hayes & Wilson 200B)arkedness-based
accounts of allomorph selection in OT are common in thedttee, starting with Mester
(1994) and continuing with Mascar6 (1996), Kager (1996iiti#a (1997), and Hargus
(1997), among many others. More recent work includes P&®&6), Wolf (2008b), and
Trommer (2008). Since the analysis crucially relies on tbe of markedness constraints,

i.e. constraints that assess output forms, regardless pfio$ited underlying representation,
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| set out to empirically test the adequacy of accountingdgidal trends using markedness
constraints.

At issue is what Albright & Hayes (2003) call source- vs. prodoriented general-
izations. In the Hebrew case, one can state the correlatbween a stem [0] and —
ot in a source-oriented way, i.e. in terms of a relationshipveen singular and plural
forms, saying that nouns that have [0] in the singular areeniilely to take -et in
the plural. Alternatively, one can state the generalizatioa product-oriented way, i.e.
in terms of conditions on the plural forms only, saying thaitthe plural, noun stems
that have [0] in them are more likely to show up with the suffot.— In Optimality
Theory, generalizations that are stated in terms of ma&sliconstraints are product-
oriented, since markedness constraints only assess sugpyiroducts of derivations. In
contrast, rule-based theories express generalizatioiesnts of mappings between inputs
and outputs, i.e. generalizations depend on the input tdehgation, so they are source-
oriented.

The source-oriented and product-oriented generalizatio® almost exactly equivalent
when stated over the attested lexicon of Hebrew, since eatk\gery noun that has an [0]
in the final syllable of its plural stem also has an [0] in thegsilar, and with the exception
of five nouns$, every noun that has an [0] in its final syllable in the singalao has an [0]
in the final syllable of the plural stem.

| propose that evidence in favor of product-oriented knolgkeof lexical trends can be
adduced by Hebrew speakers’ behavior in an artificial laggusetting. | present such an
experiment, where speakers were taught a language that ikkg Hebrew, but with two
additional vowel-change rules that caused [0]'s to be priessly in the singular stem or

only in the plural stem, but not in both. Speakers prefercedssociate the selection of

IFor nouns with the vowel pattern [0-€] in the singular, vodeletion makes the [0] stem-final in the
plural, e.g.fomér ~ fomrim ‘guard, keeper'.

2Three nouns change the singular [0] to [udK ~ xukim ‘law’, tof ~ tupim ‘drum’ anddov ~ dulim
‘bear’), and two nouns change the singular [0] to f&/(~ rafim ‘head’,yom~ yanim ‘day’).
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—ot with nouns that have [0] in the plural stem rather than in thgar stem, showing
that they were using surface-based, or product-orientetiads for selecting the plural
allomorph.

This chapter is organized as follows3.2 presents the distribution of the plural
allomorphs in the lexicon, argB.3 shows that speakers project this distribution onto hove
items. The analysis of these trends in terms of markednesgramts is ing3.4. Support
for this analysis is presented §3.5, with results of an artificial language experiment that
shows speakers’ preference for product-oriented gematadns. The results are discussed

and analyzed i§3.6. Conclusions are i§8.7.

3.2 Hebrew plurals: Lexicon study

Hebrew has two plural markersim and—ot When nouns that refer to humans have
anim-form and anot-form, they invariably correspond to natural gender, ah&word
for boy/girl in (68). At the phrase level, gender agreement on adjectives ahd i®also

invariably regular.

(68) a. yelad-im ktan-im [ar-im
boy-pl little-pl  sing-pl ‘little boys are singing’
b. yelad-6t ktan-ot [ar-Ot
girl-pl little-pl  sing-pl ‘little girls are singing’
At the word level, native nouns can take a mismatching suf®@a) shows that the
masculine nourxaldon exceptionally takes-ot at the word level, but the accompanying
adjective and verb takeim, revealing the true gender of the noun (Aronoff 1994). The

opposite is seen with the feminine nonemaé in (69b).

3When nouns that refer to humans only have one plural fornpltival affix does not necessarily conform
to natural gender. For example, the native ndiuiy-a ~ fuliy-6t ‘apprentice’ can apply to either males or
females. The word for ‘baby’ has gender marking in the siag(thasculingindk vs. femininetindk-ej, but
the plural istinok-6t for male or female babies. Not surprisingly, children oftrse the formiinok-imto refer
to male babies.
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(69) a. xalon-6t gdol-im niftax-im
window-pl big-pl  opening-pl ‘big windows are opening’
b. nemal-im ktan-0t nixnas-0t

ant-pl small-pl entering-pl ‘small ants are coming in’

In the loanword phonology, the plural suffix selection is gbately regular even at the
word level: If the right edge of the singular noun is recogbie as a feminine suffix, as in
fukatf-a, —otis selected (70a), otherwise it$m, as inblog-im(70b). This even applies to
nouns that refer to male humans, likeléga(70c). Loanwords that refer to female humans

but don’t have a plausible feminine suffix on them, likacam mostly resist pluralizatich

(70d).
(70) a. fukd-a  *fukaf-im fukatf-ot ‘focaccia’
b. blog blog-im * blog-ot ‘blog’
c. kolég-a *kolég-im kolég-ot ‘(male) colleague’
d. madam ? madam-im ??? madam-ot ‘madam (in a brothel)’

A final factor that affects the distribution of the pluralatiorphs is phonological.
Masculine native nouns show a clustering of ttdakers: most of the masculine nouns
that exceptionally take-ot have [0] in their final syllable (Glinert 1989; p. 454, Arohof
1994; p. 76). This preference feotin masculine nouns that end in [0] applies productively
to novel nouns, as seen in Berent, Pinker & Shimron (19992p860d in§3.3 below. The
feminine native nouns are less interesting, because therelatively fewim-takers among
them, and those fewn-takers don’t seem to pattern in any noticeable way.

To summarize so far, there are three factors that deterntimal @llomorph selection

without exception:

4Some speakers offenachm-iy-otas the plural oinacam i.e. they add the feminine suffixt to the
root to make a more plausible singular feminine stem for theap—ot to attach to. The change eft to —iy
before—otis regular in the language (Bat-El 2008a).
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(71) a. Natural gender: Whenever a single noun stem refensites and femalesjm

will refer to males and et will refer to females.

b. Morpho-syntactic gender: Adjectives and verbs takewith masculine nouns
and -et with feminine nouns. Essentially, adjectives and verbgaéthe true

gender of a noun.

c. Morpho-phonological gender: When a loan-word (i.e. amthat keeps the
stress on its stem in the plural) ends in what sounds like anfemsuffix, its

plural will be in -ot, otherwise its plural will be in .

And there are two factors that have some power in predictiegpiural allomorph

selection, but these allow exceptions:

(72) a. Morpho-syntactic gender: A native noun (i.e. a ndwat toses its stress to
the plural affix in the plural) usually takesmaif it's masculine and et if it's

feminine.

b. Phonology: The majority of native masculine nouns thie tat in the plural

have an [0] in their stem.

From this point on, the focus will be on native masculine r|yuamd the phonological
effect of a stem [0] on the selection of the plural affix. Thegance of a stem [0] makes
the selection of et more likely, relative to the selection obtin the absence of a stem [0].

The partial predictability in the distribution obt-takers is not incompatible with
the existence of minimal pairs, such as those in (73), whaeeechoice of plural affix
disambiguates the meaning. Overall in the lexicoot is more likely with a stem [0],

but for any single lexical item, the selection of an affix irpuedictable.

(73) a. himnon-im/ himnon-ot ‘national anthem’/ ‘religiougrhn’
b. tor-im/ tor-6t ‘line, queue’, ‘appointment’ / ‘turn’

c. maamad-im/ maamad-o6t ‘stand’ / ‘status’
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With certain nouns, the choice of plural suffix is variableaind between speakers.
Some nouns that occur variably in current usage are in (#grevthe percentage indicates

the proportion of-ot plurals out of the total plural forms found in Google

(74) a. [ofar-im /fofar-ot 56% ‘shofar’
b. dyokan-im/dyokna-air dyokan-ot 41% ‘portrait’
c. kilfon-im/ kilfon-6t 11% ‘pitchfork’
For the purposes of this study, data about the distributfeAima and -et comes from

an electronic lexicon of Hebrew (Bolozky & Becker 2006) thais modeled after TELL (a
Turkish Electronic Living Lexicon, Inkelas et al. 2000). &'texicon lists nouns and their
plurals. The nouns are mostly collected from the Even-Séoslictionary, and their plurals
reflect the knowledge of the second author, occasionallyn@mged by Google searches,
in an attempt to approximate an idealized native speakes.tdlble in (75) lists the native
masculine nouns in the lexicon, arranged by the vowel irr theal syllable. Recall that
in this context, ‘native’ refers to unaccented nouns (Blatd93; Becker 2003), i.e. nouns

that surface in the plural with the stress on the plural suffix

(75) Final vowel n ot-takers %0t-takers
u 1101 6 0.5%
i 464 8 1.7%
a 1349 39 2.9%
e 977 31 3.2%
o] 523 146 27.9%
Total 4414 230 5.2%

SThere are surely many more nouns that variably take eithealpffix, but Hebrew orthography makes
searching for them online a difficult task. The variable ckeaif the plural affix goes back to Tiberian Hebrew,
where a considerable number of nouns are attested with wwalbrms (Aharoni 2007), e.do:r-i:m (Isaiah
51, verse 8) vsdo:r-6:0 (Isaiah 41, verse 4) ‘generations’.
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The data in (75) shows that-taking accounts for a fairly meager proportion (2.2%) of
the native nouns that end in vowels other than [0], but alradkird of the nouns that end
in [0]. The 1460t-takers that end in [0] account for 63% of the 23&takers.

There are further morpho-phonological regularities thwatedate withot-taking within
the set of nouns that have [0] in their final syllable. Foramsk,ot-taking is completely
regular for a class of tri-syllabic masculine nouns thatehastem of the shape [CiCaC—]
and the suffix [-on] (e.gfikar-on‘state of drunkenness’). These nouns can be productively
formed from verbs to mean ‘state of X-ness’, and with this nireg, their plural is always
in —ot®. Tri-syllabic nouns in [-on] account for 54 of the 146 [o]dlmt-takers in (75). Of
the remaining 92 [o]-finabt-takers, 49 end in the segments [on], but in many cases, it is
hard to determine whether these segments belong to the aoift a stem.

Having an [o] in the root is well correlated with takingot in the plural even
after allowing for the effect of the suffix [-on]. In the lewig, this can be seen with
monosyllables: Of the 70 monosyllables with [0] in them, 28 at-takers (29%), and
none of theset-takers end in [n]. This rate ajt-taking is comparable to the overall rate
of ot-taking.

Looking at di-syllabic nouns onlythe effect of a root [0] is observed not only locally,
but also at a distance. The table in (76) shows that havinglan {he penultimate syllable
correlates with a level oft-taking that is intermediate between roots with a final [af an

roots with no [0].

5The etymological data in Bolozky & Becker (2006) confirms thedern productivity obt-taking for
[CiCaC-on] nouns. Of the 236t-takers, 216 are attested before modern Hebrew (i.e. RitdicMishnaic).
Of the remaining 14t-takers that were created in modern times, 13 are [CiCaGrouihs. The remaining
modern itemdlax ~ dux-6t ‘report’, is colloquially pronouncedobtx ~ dox-6t, thus making every single
modernot-taker a noun with [0] in its stem.

"Bolozky & Becker (2006) list only six native nouns with an fa]their antepenultimate syllable, and
none with earlier [0]'s. All six are poly-morphemic and takien. This is hardly surprising, given that few
native nouns surface more than two syllables long, and elhagrlyzed as underlyingly disyllabic in Becker
(2003).
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(76)  vowel pattern n ot-takers O%t-takers

a-a 589 12 2.0%
o-a 102 12 11.8%
a-o 163 34 20.9%

This action at a distance, however, is only observed whens [&] that intervenes

between the root’s penult [0] and the plural affix:

(77)  vowel pattern n ot-takers O%t-takers
0-a 102 12 11.8%
0-e 288 0 0%
o-i 18 0 0%
0-u 1 0 0%

This absence obt-takers in the last three rows of (77) is not necessarilyrelyti
phonological. Nouns with an [0-e] vowel pattern often refermale humans, in which
case they always takem, e.g.torém‘benefactor’, fodéd ‘robber’. Other such nouns are
plausibly derived from present participles, which reglyléaake —im when masculine, e.g.
nozl ‘liquid’, from nazl ‘to flow’, and mocc ‘pacifier’, from madc ‘to suck’. The
paucity of [0-u] nouns reflects the general rarity of natieems that combine two rounded
vowels. Not much can be said about the 18 [0-i] nouns, sineexpected number @it-
takers would be no more than two or three, and their absendd be a lexical gap. On the
other hand, of the eiglat-takers that have [i] in the final vowel of their singular steamly
one keeps that vowel in the plural, so it's possible thatmgain [i] in the last vowel of the

plural stem is particulary incompatible with selectingt®- In the following discussion, |

80f the eightot-takers with a final [i] in Bolozky & Becker (2006), onkir ‘wall’ has [i] in the plural,
kir-6t. Four more are segolates that have [ye] or [ey] in the plugais ~ gyasét ‘army’, yain ~ yeynét
‘wine’, 14il ~ leyl-6t ‘night’, and xail ~ xeyl-6t ‘corps’. The remaining three are essentially suppletieét
~ mar?-6t ‘mirror’, ari ~ aray-6t‘lion’, and pri ~ pe(y)r-6t ‘fruit’.
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will stay agnostic about the status of the intervening vewel(77), and assume that the
presence of [0] in the stem’s penultimate syllable incredise likelihood of taking et no
matter what the vowel in the ultima is.

To summarize the findings: In native masculine nouns, a stgris [correlated with
selecting the pluralet. The correlation is strongest when the [0] is closest to thiei-e.
in the final syllable of the stem. A weaker correlation is afsed when the [0] is in the

penultimate syllable of the root, when an [a] intervenes.

3.3 Speakers’ knowledge of lexical trends

To test what generalizations Hebrew speakers make abodidtniution of the plural
suffix, and see how these generalizations relate to thaliistn of the plural suffix in
the lexicon, | tested speakers’ choice of plural suffix witvel words that had four vowel
patterns: [a-a], [0-a], [a-0], and [i-0]. These represeatds that have no [0] at all, words
that have [0] in the penultimate syllable of the stem, and kimals of words that have an

[0] in their final syllable.

3.3.1 Materials and methods

For each of the four vowel patterns tested, the experimerttawed 14 novel words and
6 existing words, i.e. 56 novel words and 24 existing word<®in total. The 6 existing
words in each vowel pattern were all native nouns of Hebrewur, 6f which wereot-takers
and two werem-takers. All existing words were high-frequency words wigguent plural
forms.

For each of the 80 words, the singular and two plurals wererdetsi by a male
native speaker in a sound-attenuated booth onto a Maciotosputer at 44100 Hz, using
Audacity. Then, for each word, two .wav sound files were @@atsing Praat (Boersma
& Weenink 2008). One file started with .5 seconds of silenodipived by the singular

played twice, then theim plural, and thenr-ot plural, with a second of silence following
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each word. The second file was similarly constructed with-thteolural first, followed by
the—im plural. Each file was converted to .mp3 format using ith&e encoder, version
3.97 (from http://www.mp3dev.org/).

The experiment was conducted on a web-based interfaceg &giefox. After some
instructions were presented, training consisted of redipgrto three nouns with the vowel
pattern [u-a]: an existingt-taker Sulam‘ladder’), an existingm-taker @duxan ‘stall’), and
a novel nounKufar). Feedback was given for the two existing items.

The experimental items were randomized and presented ameefsentence that makes

them masculine nouns, e.g.:

(78) ze kamoz ve ze od kamoz

thisyasc IS akamoz andthisysc is anothekamoz

beyaxadele  [ney

togetherthey’retwoyasc

The sentence appeared on the screen in Hebrew orthograpioh wmcluded vowel
diacritics on the target nouns. In parallel, the partictpdreard one of the sound files as
described above, with the singular heard twice, followethgtwo plural forms in random
order, e.gkmozim andkmozét. Using the mouse, the participants were asked to choose
the form that sounded most appropriate by clicking one oftatbons.

The real words used are listed with their plurals in (79). pheal forms that were
assumed to be correct are in parentheses, with the full fovengf it differs from the
simple concatenation of the singular root and the plurdbsufhe novel words are listed

in (83) below, with the experimental results.

(79) Existing words
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a-a a-o i-0 o0-a

xal&[ (-ot) makor (mekor-6t)  cinbr (-6t) olam (-6t)
zanav (znav-o6t) xalom (-0t) nixdéax (nixox-6t)  mas@ot)
mazal (-6t) garobn (gron-6t) vilon (-6t) ocar (-6t)
nahar (nehar-ot) ason (-6t) Kinor (-0t) morad )-6t
davar (dvar-im) alén (-im) kidon (-im) gozal (-im)
bacal (bcal-im) faon (eon-im) Kiyor (-im) kolav (-im)

3.3.2 Participants

The participants were 62 adult native speakers of Hebravdesits at the Hebrew
University in Jerusalem. They were recruited with the geasrhelp of Ram Frost, of
the Hebrew University Psychology Department. One additigarticipant was excluded
for making more than 60% mistakes with the actual words destaggesting that she
misunderstood the task. A mistake was defined as a judgmanhd#viated from the
author’'s knowledge of Hebrew, as given in (79), and hence ftioe statistics extracted
from Bolozky & Becker (2006). The other 62 speakers made f@rmymistakes with the
actual words §/ = .7,SD = .8, max= 3).

3.3.3 Results

The participants choseotleast often with [a-a], more often with [0-a], and most often
with [a-0], essentially replicating the lexical trend (8@here is a trend in the lexicon for
more -ot after [i-0] than after [a-0], which speakers did not repiéahis is discussed in

§3.4.2 below. The by-item results are in (83).
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(80)  vowel pattern  Experiment Lexicon

a-a 26% 2%
0-a 29% 12%
a-o 32% 21%
I-0 33% 26%

The results were analyzed with a mixed-effects logisticgsgion in R (R Development
Core Team 2007) using thmer function of theLME4 package, witlparticipantanditem
as random effect variables. With an unordered four-lexsiel fixed-effect factor as a
predictor and the choice of plural affix as a binary dependantble, the vowel effect
only approaches significance. With [a-a] as a baseline] {afoore conducive to choosing

ot-plurals (81), but the other two vowel patterns are not.

(81) Estimate SE z P

(Intercept) —1.1077 0.1431 —-7.739 < 0.001

a-o 0.3425 0.1848 1.853 0.064
I-0 0.3042 0.1852 1.642 0.101
0-a 0.1678 0.1858 0.903 0.366

An inspection of the results for the individual items (in 88)sed the suspicion that
some stimuli got a very high rate of-responses due to the similarity of their final syllable
(or their last three segments) to the final syllable (or laste segments) of a reat-taker.

For example, the two stimuli that got the highest numbesteesponses in the [a-a] vowel
pattern werega.rad and ca.¢ag, and each of them shares the last syllable with the real
ot-takersmo.rad ~ morad-ot ‘slope’ andgag ~ gag-ot ‘roof’.

To see what post-hoc effect the final syllable might have, redyi variable named
similar was added to the analysis. The items that were given a valdewsdre garad,

cagag, kalam, pafaf, kanbd, padc, andcikor, due to their similarity, respectively, taorad
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~ morad6t ‘slope’, gag ~ gag-6t ‘roof’, sulam ~ sulamét ‘ladder’, xafaf ~ xafa/-ot
‘worry’, néd ~ nod-ot ‘flask’, nicobc ~ nicoc-6t ‘spark’, andmaldr ~ mekorét ‘source’.
The other items were given a value of zero, since they didimaestheir final syllable with
any knownot-taker.

The addition okimilar as a fixed-effect variable made a highly significant improgetn
to the model, as determined by an ANOVA model comparisg(ilj < .001). Not only
did similar come out highly significant, it allowed the effect wbwelto emerge (82).
The adequacy of this model was verified with fhels.fncfunction from thelanguageR

package (Baayen 2008), which left the p-values essentialthanged.

(82) Estimate SE z D
(Intercept) —1.3488 0.1357 —9.936 < 0.001
a-o 0.4660 0.1577 2.954 0.003
i-0 0.4977 0.1608 3.096 0.002
0-a 0.4187 0.1652 2.534 0.011
similar 0.8172 0.1698 4.814 < 0.001

With [a-a] as the baseline, each of the three vowel pattéraishtave [0] in them came
out significantly more conducive tot-responses than the baseline. An additional model
that is identical to the one in (82) except for the specifarabf [0-a] as the baseline for
vowel shows a significant difference between [a-a] and [oga}H .011), but without a
significant difference between [0-a] and either of [a-o]iav][(p > .1).

Since the similarity of the final syllables of the novel itetesthe final syllables
of existing ot-takers was seen to make a significant improvement, four cinelarity
measures were tested: (a) the initial syllable (one or twpmsats), (b) the initial two
segments, (c) the initial three segments, and (d) the firabegments. Each of these four
measures was encoded as a binary variable, following theeduoe described faimilar

above. Then, each variable was added, one at a time, to teerdel in (81). The first

86



three of these did not reach significangex.1), and their addition to the model was found
unjustified by an ANOVA model comparisog?(1) > .1). The similarity of the final two
segments did reach significange< .005) and improved the model significanth#(1) <
.005), but not nearly as much as the similarity of the finat¢hsegments did. | conclude
that the final syllable, or last three segments, offered #s measure of similarity for the
current study.

Finally, the effect of final consonants was tested by addingreordered 13-level fixed-
effectconsonantwariable to the analysis in (82). None of the levels reachguifecance,
and overall, the addition odonsonantdid not improve the model, as determined by an
ANOVA model comparisony?(1) > .1)

In conclusion, the vowel pattern [a-a], which has no [0] inpitoduced a rate obt-
repsonses that was significantly lower than patterns wijtm[them. The vowel pattern [o-

a], with its non-final [0], did not come out significantly déffent from the [o]-final patterns.

87



(83) Nonce words and the percentasfplurals chosen for thetn

a-a 0-a a-o i-0

sagaf 9% donaf  30% zarof  25% idof 26%
takav  23% Jolav = 25% davov 32% Xizbv  25%
kalam 32% sotam 38% fam 32% dimom 21%
garad 38% opad 26% kanbd 55% nidod 53%
pasas 34% xodas 19% baros 23% migbs 25%
gavaz 9% nokaz 21% kambz 38% rzéz  49%
banac 21% motac 38% pacoc 40% lixoc  43%
daly 28% rok§ 26% tang 32% biyd 28%
paa 43% kov§ 13% bak§ 23% gird  13%
zavak 17% losak  42% sakbk 32% [ibok 11%
cagag 38% [onag 28% barbg 30% ricog 30%
bazax 21% sovax 21% [adbax 47% lifbax 40%
fanal  28% gomal 28% calol  25% zihdl  32%
dagar 19% zovar  45% galor  32% cikbr  49%

3.3.4 Discussion

Hebrew speakers productively extend the effect that a stétmels on the choice of the
plural allomorph from their lexicon to novel nouns. In thgite®n, a stem-final [0] is more
conducive to choosingot than a non-stem-final [0], which in turn is more conducive to
choosing et than a stem that lacks [0] completely. In the experimentakpes reliably

reproduced the difference between the presence and abeéiiog but not the [0]'s

°In the plural forms, the initial [a] was deleted for [aa] arab] nouns, e.g. the plurals offered for
sacaf weresgafim andsgaf6t. This was done in order to reduce the likelihood that thessaavould be
interpreted as referring to humans, and thus skewing thmneses towardsim. In the lexicon, the deletion
or retention of the [a] is an idiosyncratic property of rqdist a retained [a] correlates well with animacy
(Bat-El 2008b).
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location. Whether speakers replicate the lexical trendhef[b]'s location is a matter for
further experimentation.

The vowel effect in the experiment was only detected rejialflen the similarity of the
test items to actualt-takers was taken into account - specifically, what matteredt was
the similarity of the final syllable. In designing the stirmiual (83), | made sure that overall
they didn’t resemble real native nouns of Hebrew too clos&himpressionistic inspection
of the results in (83), however, lead me to believe that naeeins that share their final
syllable with realot-takers got a high rate ofotresponses, regardless of their vowel. For
example, the novel noutagag, which has no [0] in it, got moreot responses than most
nouns that do have [0], and | attribute that to the existeridkeoreal nourgag ~ gag-ot
‘roof’. The logistic regression model in (82) strongly canfed this hypothesis. Other
measures of similarity that were tested were shown to beri#iss useful or completely
insignificant.

Berent, Pinker & Shimron (1999, 2002) report a series of erpets similar to the
one | present here. They gave participants novel nounseptes orthographically, and
asked the participants to write a plural form for them. Theaetmouns were chosen so
as to control for their similarity to ream-takers andt-takers, and they found that novel
nouns that are similar to existiraj-takers elicited a higher rate of choosingt—

Berent et al. (1999, 2002) controlled for the degree of sty of their novel items
to actual items by consistently varying the number of chdrfgatures, but not by making
the change in a consistent phonological position. They ddfinee levels of similarity
between novel items and real items: (a) “similar”, whichalwes changing one feature
on one segment that is not a place feature — usually a chanfymio€], lateral (r vs.
), or anterior (s vs.), (b) “moderate”, which involves a bigger change of one seqgms-
usually a change of place of articulation and some otheufeaénd (c) “dissimilar”, which
involves a change in all of the consonants of the root. In thrnty of cases, the “similar”

and “moderate” changes altered the second syllable of ite(68% of the stimuli in in
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experiment 1 of Berent et al. 1999, and 50% of the stimuli ipegments 1 and 2 in Berent
et al. 2002). Yet, with a modified second syllable in more thalti the stimuli, all three
experiments found a significant effect of similarity to re&ttakers. This contrasts with
the results of this study, which found the similarity effexte strong with an unmodified
second syllable.

| conclude that similarity between novel items and existitegns has a clear effect
on speakers’ behavior, and yet the exact definition of tmsilarity is far from clear.
For instance, the difference between the “similar” and “erate” conditions reached
significance in Berent et al. (1999) but not in Berent et @0@). What effects the exact
degrees and locations of changes may have is still largelpswmered.

To summarize, two robust effects emerge from the currenystnd from Berent et al.
(1999, 2002). Thefirstis the presence of [0] in the root, Wialicited a significantly higher
number of -et responses than roots without [0] in them. The location of{thén the root
was not shown to have a significant effect on the speakengsorees, and it is hoped that
further experimentation will be able to show this effect.eecond is a similarity effect,
where items that are similar to existingrtakers elicited significantly moreotresponses
than items that are not. The exact formulation of the sintylaffect, however, is elusive,

and would require further research.

3.4 Using markedness constraints to learn lexical trends

The lexicon study presented §8.2 and the experimental results §8.3 show that
having [0] in the root is conducive to choosing the plural.-Additionally, in the lexicon,
an [o] in the final syllable is more conducive totthan a non-final [0], although this effect
was regrettably not found in the current study. In this segti offer an analysis of this
correlation in terms of markedness constraints.

The analysis is based on Optimality Theory (Prince & Smdtgri®93/2004) with the
Recursive Constraint Demotion algorithm (RCD, Tesar & Smeky 1998, 2000; Tesar
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1998; Prince 2002), augmented with a mechanism of constiaining (Pater 2006, 2008b;
Becker 2007). Cloning allows the speaker to keep track at#strends and build their
relative strength into the grammar.

The appropriateness of using markedness constraints eiiloply assumed in this
section, but it discussed and motivated empirically§3rb, using results from an artificial

language experiment.

3.4.1 Analysis

The preference of roots that have [o] for takiAgt is interpreted as a requirement for
licensing unstressed [0]’s. In native nouns, stress sh@amthe root in unsuffixed forms
(e.g.xalon ‘window’), but stress moves to the right in suffixed formsgisas the plural
(e.g.xalon-6t ‘windows’). In the plural, then, the root’s [0] surfaces tnessed, where it
requires licensing.

Limiting [o] (and other non-high round vowels) to promin@aisitions is quite common
in the world languages. Many languages are known to limitgdhe stressed syllable, as
in Russiandom-a ~ dam-ax ‘at home(s)'°. Similar restrictions apply in Portuguese and
elsewhere.

Other languages require [0] to be licensed by the wordahdyllable. Turkish native
nouns, for instance, allow [0] only in the first syllable oktiword. Shona allows [0] in
the word-initial syllable, and more interestingly, aniaifo] can license an [0] later in the
word (Beckman 1997; Hayes & Wilson 2008).

In the analysis proposed here, Hebrew is like Shona, but stigss: In Hebrew, [0]
must be stressed, but a stressed [0] allows [0] to appeariedse in the word. A similar
licensing effect is seen with High vowels in several romalacguages (se¢3.4.4). The

licensing of [0] is not a categorical restriction in Hebres, unstressed [0]’s are tolerated.

101n standard American English, and other dialects, [0] canrsressed (‘piano’, ‘fellow’) word-finally,
but in some dialects, especially in the South, unstresddd fwt allowed (‘piana’, ‘fella’). This restriction
on [0] in English, however, is just a part of a wider ban on tesgted full vowels in these dialects.
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The licensing effect emerges when selectirgy allows its stressed [0] to license the
unstressed [0] in a root via auto-segmental linking.

Regular nouns (84a) allow [0] to surface unlicensed in thegbl Forot-takers that have
an [0] in the root-final syllable (84b), the [0] is licensedatitly by stress in the singular,
and by being associated with the stressed syllable in thralplAs for ot-takers that have
a non-final [0] (84c), the [0] surfaces faithfully in the sirgr, just like the [0] inalon4m,

but it is licensed across the [a] in the plural.

(84) Singular Plural
—high || +high
+back|| —back
a. Regular alon alon-1m ‘oak tree’
—high
+back
b. Irregular xalén xalon-06t ‘window’
—high
+back
c. lrregular olam olam-0t ‘world’

This diagram in (84c) shows the licensing of the unstrességdn|the root by the
stressed [0] of the plural affix, skipping the interveningj [Alternatively, the [a] could
be associated with the licensed features, and thus elienitiet skipping, since [a] is
compatible with Fhigh] and f-back] specifications. Licensing a marked vowel non-
locally across another vowel is attested in other languaagediscussed in Hualde (1989);
Walker (2006). In the Lena Bable dialect of Spanish, théigh] feature of a word-
final vowel must be licensed by the stressed vowel, skippimgirstervening vowels (e.g.
/trweban+u/ — [trwiban-u]). The treatment of intervening vowels, in Hebrew and cross-

linguistically, is discussed in further detail §3.4.4.
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As discussed ir$3.2 above, it is not clear which vowels may intervene whehis
selected non-locally. The current study is not particyladmmitted to this question, and
the analysis will go through with just minor modificationglie set of intervening vowels
turns out to include just [a] or a larger set.

Among nouns that have [0] in their roots, only those thataefstressless in the plural,
i.e. native nouns, could benefit from takirgt in the plural. Loanwords, i.e. nouns that
keep their stress on the root, would not benefit from takiag) since there is no [0] that
needs licensing, and indeed loanwords do not allow excegitai-taking.

In terms of Optimality Theory (Prince & Smolensky 1993/2n0&king —im or —
ot can be fruitfully understood as responding to the satigfaadf different markedness
constraints.

The requirement for the masculirém on masculine nouns is enforced by a morpho-
logical constraintp-MATCH, which demands gender features to match in poly-morphemic
words. For anm-taker likealon (85), ¢-MATCH outranks the constraint@acaL (o), which

requires local licensing of [0]:

(85)
alonyasc + {iMyasc , Oteen } @-MATCH LocAL(o)
a.d alon-im *
b. alon-6t *|

Conversely, amt-taker likexalon requires a high-ranking&cAL(0):
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(86)

xalonyasc + {iMyasc , Oteen} LocAL(o) @-MATCH
a. xalon-im *|
b. 0 xalon-o6t *

The constraints that enforce [0]-licensing are definedvedRr-88). The constraints
are modeled after Hayes & Londe (2006), who find a similar chesceptional action at a
distance in Hungarian vowel harmony. S&e4.4 below for a discussion of other possible

definitions of the constraints.

(87) LocaL(o)
An [0o] must be licensed by virtue of being stressed, or byueirbf being auto-

segmentally associated to a stressed [0] in an adjaceabt/!

(88) DisTAL(0)
An [0] must be licensed by virtue of being stressed, or byueirdf being auto-

segmentally associated to some stressed [0].

When the root [0] is farther away from the stressed syllab@;AL(0) is not satisfied
with either plural affix, but DSTAL(0) prefers that the [0] be licensed across the intervening
vowel. In (89), DsTAL(0) outranksp-MATCH, and LocAL(0) is unranked with respect to

either of the other two constraints.

(89) .
|
olamyasc + {iMyasc » Oteen} DisTAL(0) LocAL(o) | ¢-MATCH
|
a. olam-im *| * |
i
b. O olam-6t * | *
|
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With anim-taker that has a non-final [0], it is the ranking@MATCH over DISTAL (0)

that assures the correct result (90). Just like in (89),ahking of LOCAL(0) is immaterial.

(90) .
|
olanasc + {iMyasc , Oteen} @-MATCH DisTAL(0) | LocAL(o)
|
|
a.[ olar-im * : *
|
b. olar-ot *1 : *

In a small number of nouns,dcAL(0) and/or DSTAL(0) force the change of a root [0]
to [u], asin (91a). Ranking-MATCH and one of locAL(0) or DISTAL(0) over IDENT(Hi)
would give rise to the vowel alternation, as shown in (92)e fiamber of words involved,
however, is very small: It's the noun®k‘law’, tof ‘drum’ anddov‘bear’, the quantifiers
kol ‘all’ and rov ‘most’, and a dozen adjectives. There are only two wordsdistiay ano

~ aalternationrof ‘head’ andyom‘day’ (91b).

(91) a. x6k xuk-im ‘law’
b. rg  raf-im ‘head’

(92) . .
XOKuasc + {iMuasc , Oteem} || ¢MATCH | DISTAL(0), LOCAL(0) | IDENT(Hi)
a.d xuk-im | | *

b. xok-im

Cc. Xok-ot *

An additional effect that follows from the use of constraitihat license [0] by the

stressed syllable is the regularity of the plural affix sttecin loanwords. In these words,

95



stress stays on the rdétso any [o] in the stem would be equally licensed in the siagul
and the plural. The tableau in (93) shows the nblag ‘blog’, where the presence of the

[0] cannot trigger selection ofot, since LOCAL(0) is equally satisfied by either plural affix.

(93) ,
blogyasc + {iMyasc » Oteen} ¢-MATCH | LocAL(0)
a.[d blog-im |
b. blog-ot *| |

Similarly, if a loanword has an unstressed [0] in it, lik&fop ‘ketchup’, LOCAL(0) is

equally unable to prefer one of the plural allomorphs overdther.

(94)

Kéfopyasc + {iMuyasc » Oteen} @-MATCH LocAL(o)

a.d kéfop-im : *

*%*

b. k& op-ot *|

The regular selection of 6t with feminine loanwords, as ifukatfa ~ fukag-ot
‘focaccia’, does indeed introduce an unlicensed [0]. Smgeanalysis allows bCAL(0)
to dominatep-MATCH for some nouns, one would expect that some feminine loarsvord
would choose im, contrary to fact. However, recall that the selection of ir loanwords

is not based on morpho-syntactic gender (i.e. the gendeistih@vealed by agreement on

f suffixation puts the stressed syllable more than thre¢alsids away from the edge, the stress
(optionally) shifts two syllables to the right (Bat-El 19%ecker 2003), but never off the root. For example,
the plural ofbéybisiter'male babysitter’ is eithebéybisiter-imor beybister-im, but never beybisiterim.
Similarly, the plural obéybisiter-it'female babysitter’ is eitheléybisiter-iy-otor beybister-iy-ot, but never
*beybisiterty-ot
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adjectives and verbs), but rather on apparent morpho-pbgical gender: All and only
the nouns thaappearto be feminine by virtue of having a feminine suffix on themeak
—ot, including masculine nouns that end in -a, suchkalgég-a‘(male) colleague’. | am
assuming that some other constraint enforces this patteconstraint that categorically

outranks both bcAL(o) andg-MATCH. | call this constrainfi-MATCH, as shown in (95).

(95) :
fuk&tfacey + {iMyasc , Oteen} HW-MATCH | @MATCH | LOCAL(0)
a. fukdf-im *1 * :
b. O fukéaf-ot | *

Returning to native masculine nouns now, there is still tiredbjem of selecting-ot for
thoseot-takers that don’t have [0] in them, such @n~ fem6t ‘name’. Since neither
LocAL(o) nor DsTAL(0) can help with selectinget in the absence of a root [0], some
other mechanism must be involved.

| propose thabt-taking can be attributed to a constraint that doesn’t refeéhe root
vowel, but rather penalizes some aspect of tim suffix itself, e.g. B/HIGH, which
penalizes stressed high vowels (Kenstowicz 1997; de Laby)20A constraint such as
*L AB would work equally well — neither constraint is otherwisearly active in the

languagé’.

2Arguably, both constraints are relevant for Hebrew phogylim general: 6/HiGH could be used to
derive the distribution of stressed vowels in segholatés;ionly allow non-high stressed vowels, producing
alternations like the one ikécev~ kicb- ‘rhythm / rythmic’. Self-conjuction of *lAB could account for the
restrictions on the distribution of labials in roots.
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(96)

|
JeMuasc + {iMyasc » Oteem} *6/HIGH | ¢MATCH | LocAL(0)
|
|
a. Jem-im *| |
|
b.O fem-0t * :

This use of B/HIGH, which attributes the selection obtto marked structure that
happens to appear in the suffism; makes no reference to the phonological shape of the
root. This is in line with the rest of the analysis, which asss that any vowel other than
[0] is inert with respect to plural allomorph selection.

In principle, the selection ofet with nouns that don’t have [0] in them could be done
with a purely arbitrary diacritic, with no phonological siance at all. In the analysis
proposed in (96) above, however, it is hard to see why th@éeavould fail to notice the
preference thaté/HIGH makes, if this constraint is indeed universal and availabline
learner “for free”.

| leave open the possibility that in some cases, learneretireiith no phonological
mechanism for making the right choice in allomorph selettiand they are forced to
simply list the exceptional affix-takers. Suppose that astramt such as &/HIGH is
unavailable to the speaker for some reason, making theazsérrm fem-6t harmonically

bounded, as in (97).

©7) |
|
Jemyasc + {iMyasc , Oteem} @MATCH | LocAL(0)
|
a. J[em-im |
|
b. ® fem-bt *| :
|
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Faced with a situation as in (97), the speaker will simply/the form femot in their
lexicon (cf. a similar proposal in Tessier 2008). Once tistethe lexicon, this form will
have no effect on the grammar and thus no effect on the treatwhe@ovel nouns.

To summarize the point so far: Most masculine native noundabrew select the
plural -im due to a high ranking morphological constraipiMATCH. Two phonological
constraints, lbcAL(o) and DsTAL(0), prefer the selection ofet when there is an [0] in
the final or non-final syllable of the root, respectively. fBrent Hebrew nouns are subject
to different constraint rankings: Nouns that taken-are associated with a high-ranking
@-MATCH, while nouns with [0] in them that takeotare associated with a high-ranking
LocAL(o) or DisTAL(0). Finally, ot-takers that don’t have [0] in them are associated with

a different high-ranking phonological constrainé/HIGH.

3.4.2 Ranking conflicts trigger the formation of generalizéions'3

| have shown that in the lexicon, selection aft4s most common with nouns that
have [0] in their final syllable, less common with nouns thatén[o] in their penultimate
syllable, and least common with nouns that don’t have [o]llat$peakers replicated the
effect that the presence of the [0] had, and it is hoped thatdéwork will demonstrate that
speakers replicate the effect of the location of the [o].

| proposed an analysis that relies on the idea that diffenemtls of the language are
subject to different grammars: Masculine nouns that takeare associated with a high
ranking of a morphological constraint that requires thegukse affix on masculine nouns,
while those masculine nouns that tak& are associated with highly ranked phonological
constraints, such as constraints that require a root [o¢ tiicknsed.

The analysis must now be completed with a mechanism thavslgpeakers to do

three things: (a) learn the correct affix to choose with éxgshouns, (b) learn the relative

13This section introduces the basic mechanism of constriintryy, as applied to the Hebrew data. The
cloning mechanism is also described in chapter 2, and itptoesd formally in chapter 4.
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frequency obt-taking in the lexicon relative to the presence and posiioaroot [0], and
(c) project the frequencies of the lexicon onto novel ite@sch a mechanism is outlined
here, and in chapter 2; the full proposal is detailed in ofragt

The analysis relies on learners’ ability to identify casdsewve there is no single
grammar that can apply successfully to all of the words oif la@guage. The Recursive
Constraint Demotion algorithm (RCD, Tesar & Smolensky 1Z9®0; Tesar 1998; Prince
2002) allows language learners to collect ranking argumfntn different lexical items
and find conflicting rankings.

The use of RCD is most clearly illustrated with comparataeléaux (Prince 2002),
where pairs of winners and losers are compared as to howdheyh various constraints.
For example, the plural form ofalon ‘window’ is xalon-0t, so the learner has to make
sure thatkalon-6t wins over the intended los&alonim. The constrainp-MATCH prefers
xalonim, while the constraint bcAL(o) prefersxalon-6t, so if xalon-6t is to win, the
constraint that prefers the winner must be ranked over thetcaint that prefers the loser.
This situation is shown with the winner-loser pair in (98&ith LocAL(0) assigning a W
(“Winner preferring”) to it andp-MATCH assigning an L (“Loser preferring”).

Similarly, the winner-loser pair in (98b) shows the-taker alon ‘oak tree’, which

requires the ranking a-MATCH over LOCAL(0).

(98)

LocAL(0) @¢-MATCH

a. xalon-o6t- *xalon-im W L

b. alon-im> *alon-6t L W

Given a comparative tableau, the learner can extract a reamstanking from it by
finding columns that have only W’s or empty cells in them, amtalling the constraints

in those columns. Installing a constraint means that it deddo the constraint ranking
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below any constraints that are already in it, and any winoser pairs it assigns a W to
are removed from the tableau. Installing constraints omets until all winner-loser pairs
are removed. In the case of (98), however, there are no emmistto install, since all the
columns have both W’s and L's in them.

The solution to this situation was offered by Pater (200®82), who suggested that
a constraint can belonedto solve the inconsistent ranking of the constraints. Gigra
constraint means that the learner makes two copies, orglohéhe constraint, and makes
both clones lexically-specific. Clones are lexically-gpea the sense that they apply only
to the list of lexical items that are associated with them ewh constraint is cloned, every
lexical item it assigns a W to is associated with one clond,emery lexical item it assigns
an L to is associated with the other cldhe

In the case at hand, suppose the learner decided to clooall(o). One clone would

be associated witkalon, and the other would be associated vathn (99).

(99)

LOCAL(O)yaion| @MATCH | LOCAL(O)aion

a. xalon-0t- *xalon-im W L

b. alon-im> *alon-6t W L

Now there is a column that only has W’s in it, and there is a traid to install:
LocAL(0)aion- Once installed, the first winner-loser pair in (99) is remdwvhich leaves
the column ofg¢-MATCH with only W’s in it. @MATCH is installed and added to the
constraint ranking below @CAL(0)ya0n, @and the second and last winner-loser pair in (99) is
removed. The remaining constrainthEAL(0)a0n is added to the ranking belogrM ATCH.

The result is the grammar in (100), where there are no longeranking conflicts.

14This last point is a departure from Pater (2006, 2008b)§$eke4 for discussion.
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(100) LocAL(O)aion > @MATCH > LOCAL(0)ai0n

As the learner encounters more nouns with [0] in their findlabje, the conflict
betweeng-MATCH and LocAL(0) will cause more nouns to be associated with one of
the clones of locAL(0). Nouns that takeot will be associated with the higher ranking

clone, and nouns that tak@n-will be associated with the lower ranking clone.
(101) I—OCAL(O){xalon, makom, .}. > (P'MATCH > LOCAL(O){ann,faon, pagd, ...}

Since nouns likgem which don’t have [0] in them, are neither preferred nor dis-
preferred by locaL(o), they will not be assigned a W or an L byotcAL(o), and thus
will not be associated with either clone.

Of the nouns with [0] in their final syllable in Bolozky & Beck¢006), 146 areot-
takers and 377 atien-takers. A speaker who learns all of them will end up with angrear

such as the one in (102)
(102) LOCAL(0)146items>>> @MATCH > LOCAL(0)377 items

The grammar in (102) achieves two goals at once: It encodedbedhavior of the
existing nouns of Hebrew by associating them with one of thees of LocAL(0), and
since it has a list oim-takers and a list obt-taker, the grammar lets the learner discover
the proportion obt-takers among the the nouns that have [0] in them. This irdion, in
turn, can be used to project the relative numbensfakers anat-takers onto novel nouns.

Once LocAL(o) is cloned, and each clone is made lexically-specifiagtigeno longer
a general locaL(o) constraint that can apply to novel items. When faced waitiovel
noun that has [0] in its final syllable, the speaker must dewitlich clone of locAL(0) to
associate it with, and this decision will be influenced byrthmber of items associated with
each clone. Since 27.9% of the nouns associated with cldries©AL(0) are associated

with its higher ranking clone, the learner will have a chaot27.9% of choosingot.

15This picture is somewhat simplified, since the sebtfakers with a final [0] is not homogeneous, as
described ir§3.2.
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(103) LOCAL(0)27.9% > @MATCH > LOCAL(0)72.10

There is another, perhaps simpler way of projecting theivelastrength of the two
clones of lLocAaL(0) onto novel items. Given a novel item, the speaker candéettiat
the behavior of the novel item mimics the behavior of someigroun, chosen at random
from the lists of nouns associated with the clones oftlaL(0). If such a word is chosen
at random, there is a 27.9% chance of that word being asedandth the higher ranking
clone, thus giving the novel item a 27.9% chance of beingtaaker. Either way, the result
is the same: The relative strength of the trend created bgxisting nouns of the language
is built into the grammar, and then can be projected ontolntaras.

The use of markedness constraints in this analysis builts tile grammar only
those generalizations that can be expressed with plausitversal constraints, such as
constraints on the licensing of [0], which is seen crosgdigtically. The lexicon may
contain further generalizations that cannot be expressddrims of plausible universal
constraints, such as the fact that among the nouns that imajad & their final syllable,
ot-takers with [i] in their penultimate syllable (e.ginor ‘tube’) are more common than
those with [a] in their penultimate syllable (exglon). In the experiment presented in
§3.3, speakers did not project this trend onto novel nourggesting that they have never
learned it. If only root [0]'s are relevant for takingt: it is expected that other vowels
would be ignored. Note that the speaker cannot simply igaogevowel that is in the
penultimate syllable, since having an [0] in the penult isducive to more et.

To summarize, this section presented a mechanism thattslet@onsistent ranking
arguments between lexical items, and resolves the indensig by cloning a constraint.
Once a constraint is cloned, lexical items are associatdddifferent clones, assuring that
they surface as intended. Additionally, the differenceize etween the lists of associated
lexical items is available to the learner, so that the leacae project the relative strength

of lexical trends onto novel items.
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3.4.3 Learning specific patterns first

The previous section took on the analysis of nouns that havia their final syllable,
showing how speakers can learn that these nouns have twiblgdsshaviors ifn-taking
vs. ot-taking), and use constraint cloning to keep track of thensainat behave in each
way. This section shows how the mechanism is applied morergby to nouns that have
[0] not only in their final syllable, but anywhere in their too

The analysis offered here has one constraint that prefetaking,¢-MATCH, no matter
what the shape of the noun is. Three constraints prftaking: *6/HIGH, which affects
nouns of any shape; IBTAL(0), which affects nouns that have [0] anywhere in the stem;
and LocAL(0), which only affects nouns that have [0] in their final aylle.

This analysis organizes nouns into three sets: Nouns that[b&in their final syllable
are the most specific set, identified bp€AL(0); nouns that have [0] in their penult are
found by using DsTAL(0) to identify the set of houns that have [0] anywhere in tleens
and taking away the nouns with final [0]; and finally nouns that’t have an [0] at all are
found by taking all nouns that are affected hy/HiIGH and removing the nouns that were
found using locaL(0) and DSTAL(0).

This ordering that the analysis imposes on the data meanththiearner has to follow
it in order to discover the generalizations correctly. Ttés be done by ensuring that
LocaL(o) is cloned first, associating all nouns with a final [0] withclones, and leaving
other nouns unassociated. ThersfnL(0) should be cloned, associating the nouns that
have [0] in them that were left over bydcAL(o). Finally, any nouns that would be left
unassociated would be taken care of lByHIGH.

To ensure that the most specific constraint is cloned firsspyitices to choose the
column that has the least number of W’s and L’s in it, but stdhtains at least one of
each. As seen in (104),dcAL(0) is singled out as the most specific constraint in the

comparative tableau.

104



(104)

Simply cloning LocAL(0), however, is not quite sufficient. As the comparativédab
in (105) shows, once @CcAL(0) is cloned, LOCAL(0)a0n Can be installed, removing the
first winner-loser pair from the tableau.
constraints to install, another constraint will be clon&ssuming DSTAL(0) is chosen
for cloning, one of its clones will be associated with thenthat DSTAL(0) assigns a W

to, viz. olam, and the other clone will be associated with the two items$ EnaTAL(0)

LocAL(o) | DisTAL(0O) | @MATCH
. xalon-ot- *xalon-im wW W L
. alon-im> *alon-6t L L w
. olam-ot- *olam-im wW L
. olar-im> *olar-ot L w

assigns a L to, vizalbnandolar.

(105)

Since this agaiavés the tableau with no

ALI'(CC:);O” Ai'(g)ca _Ion DiSTAL(0) | ¢-MATCH
. Xalon-6t- *xalon-im w w
. alon-im> *alon-6t L L
. olam-ot= *olam-im w
. olar-im> *olar-ot L
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The problem here is that a single lexical itesign, is “double-dipping”, i.e. its choice
of —ot is listed with clones of two constraints. The grammar thedeawould make from

(105) is in (106).

(106) LOCAL(O)yaion >> DISTAL(O)oam >> @-MATCH >>

L OCAL(O)alon , DISTAL (0){alon, olar}

While double-dipping doesn’t prevent the learner from sssfully learning the real
nouns of Hebrew, it makes the wrong prediction about spsakéility to project lexical
statistics onto novel words. If IBTAL(0) has one clone that listd-takers that have a non-
final [0], and another clone that lisédl of theim-takers that have an [0] anywhere in the
root, as in (106), speakers will underestimate the abilitygan-final [0] to correlate with
the selection of [0]. In the lexicon, 12 out of the 102 noursd thave the vowel pattern [a-0]
areot-takers, which makes their likelihood in the lexicon 11.89%€ 76 above). If these 12
ot-takers are weighed against all tim-takers that have an [0] in them, as in (106), their
likelihood in the grammar would only be 5.2%. This goes camntito the observation in
63.3 that speakers correctly reproduce the relative sthesfgexical trends.

To prevent double-dipping, it is not enough to simply clome most specific constraint
available. The learner must also ignore (or “mask”) the imatgz W’s and L's that are
assigned by less-specific constraints once a more speciigtraint is cloned. This is
shown in (107), where the speaker cloned the most speaticaL (0) and also masked

W'’s and L's that were assigned to items that are associatiéctie new clones.
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(107)

ALL(S)(:;'W Ai‘((;)z -Ion DISTAL(0) | ¢-MATCH
a. xalon-6t- *xalon-im W ) L
b. alon-im>- *alon-6t L ®) w
c. olam-6t- *olam-im w L
d. olar-im3> *olar-6t L W

Recall that finding the most specific constraint to clone wasedy finding the column
that had the smallest number of W’s and L's. After the most#jeconstraintis cloned, the
learner searches for constraints that are more generatededis constraints that assign a
superset of the W’s and L’s that the cloned constraints assibhe more generallBTAL(0)
will be found this way, and W’s and L's that belong to lexidams that are now associated
with clones of LocaL(o) are masked, or ignored for the purposes of cloning.

The installation of IOCAL(0)«a0n Can be done either before or after the masking of the
general W’'s and L's from the column ofIBTAL(0). Once LOCAL(O)aion IS installed, the
first winner-loser pair can be removed. This leavesTaL(0) as the column with the least
number of W's and L's, and it is cloned. Now, ordyamandolar are correctly associated
with clones of DSTAL(0). The resulting grammar in (108) correctly lists all amdyouns
with [0] in their final syllable under clones ofacaL (o), and all and only nouns with [0]

in this non-final syllable under clones of XAL(0).

(108) LOCAL(0)yaion >>> DISTAL(O)olam >> @-MATCH >>

LOCAL(0)ajon, DISTAL(O)ojar
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As the speaker learns the rest of the nouns of the languaggrdmmar in (108) will
include an increasing number of lexical items, which in twifi let the speaker project
their relative number onto novel items.

Nouns with no [0] in their stem are listed bg/HIGH once the nouns with [0] are taken

care of. The comparative tableau in (109) shows all thredskaf nouns.

(209)
LocAL(o) | DisTAL(0) | *6/HIGH | @MATCH
a. xalon-0t- *xalon-im w w W L
b. alon-im> *alon-o6t L L L w
c. olam-6t- *olam-im W w L
d. olar-im> *olar-6t L L W
e. fem-6t>- *[ed-im w L
f. fed-im> *[ed-Ot L w

Once LocAL(o) and DsSTAL(0) are cloned, the column oi6fHIGH will be left with
only one W and one L at the bottom, due to the masking of W’s dadoh general
constraints. At that point,6/HIGH will be cloned, and its clones will be associated with

nouns that don’t have [0] in them. The complete grammar itteein (110).

(110) LOCAL(O)ixalony >> DISTAL(O){olam > *G/HIGH fem
> @-MATCH >

L OCAL(0)aion} » DISTAL(O)olar}» *6/HIGH feq)
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3.4.4 Vowel harmony and [o]-licensing

The analysis presented here used two constraints to ertfoedé&censing of [0] by a
stressed syllable, locally and at a distance. This appraashinspired by Hayes & Londe
(2006), who find a similar case of exceptional action at aadist in Hungarian vowel
harmony. This approach, however, is not in line with mostkvan vowel harmony in
Optimality Theory.

More commonly, vowel harmony is enforced by constraints tequire features to be
expressed over several segments, described in terms ckagioental spreading or by
some other kind of structure, such as spans (McCarthy 200ddmains (Cassimjee &
Kisseberth 1998). An additional constrainEAR.1ZE, penalizes the expression of a feature
on two non-adjacent segments, skipping a middle segfhé@hssimjee & Kisseberth
1998). The Hebrew case can certainly be described in thosesteas in the following

derivation ofolam-6t (111).

(111) |
|
olamyasc + {iMyasc , Otew} | HARMONY | REALIZE | ¢-MATCH
|
a. olam-im *1 :
|
b.O olam-ot * : *
|

The constraint ARMONY states that an [0] must be structurally associated with the
stressed syllable, either by being auto-segmentally tirtkea stressed [0] or by being in
some other kind of structure that includes any [0] and thess&d vowel. The constraint
REALIZE requires that all the elements in the domain of harmony zedhe harmonic

feature, i.e. it penalizes any non-[o] vowels inside thacttrre that imposes harmony.

16See below for further discussion of skipping.
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Under this view, three kinds of Hebrew nouns can be diststged: ot-takers with a
non-final [o] will require HARMONY > REALIZE, ¢-MATCH as in (111). Nouns with a
final [0] only require FARMONY > @-MATCH, since skipping isn't an issue when the stem
[0] is adjacent to the stressed syllable. Finally, nounsiwit [0] in them at all will only

require %6/HIGH > @¢-MATCH, as in the other analysis. This situation is shown in (112).

(112)
HARMONY | REALIZE | *&/HIGH | ¢MATCH
a. xalon-0t- *xalon-im wW w L
b. alon-im> *alon-o6t L L w
c. olam-6t- *olam-im w L w L
d. olar-im> *olar-6t L W L w
e. fem-6t> *[ed-im wW L
f. fed-im> *[ed-Ot L w

In (112), the most specific constraint iIER.IZE, and it singles out the nouns that have
a non-final [0]. This contrasts with@cAL(0), the most specific constraint in (109), which
singled out the nouns with a final [0]. To the learner, this ldait matter, since either
configuration allows a separation of the two kinds of nouns.

The more serious challenge in (112) is the mismatch in théepreces between
REALIZE and HARMONY: REALIZE prefersim-taking, while HARMONY prefers ot-
taking. This would prevent the learner from identifyinggRMONY as more general than

REALIZE, who would then fail to prevent double-dipping. In contrdsbcAL(o) and
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DisTAL(0) both preferot-taking, and thus make the identification of9DAL(0) as more
general a rather trivial matter.

If the definition of specific-general relationships couldeb¢ended to cover cases of
constraints that make opposite choices, then the problewived, and the analysis in this
section can proceed just like the analysis withdAL (o) and DSTAL(0). If this move turns
out to be unwarranted, the solution will have to be foundvelsre.

The idea that vowels may be skipped by the harmonic featureriigized by
Ni Chiosain & Padgett (2001) and Gafos (1999), among stheho claim that harmony
processes never skip intervening elements. If this is ritpe the long-distance licensing
of [0] in Hebrew cannot be analyzed as a case of vowel harmony.

The auto-segmental and the domain/span-based approddiie$l2) assume that the
harmonizing feature appears once in the output, and it egesavith several segments. An
alternative arises from the discussion of high vowel liceg$n several dialects of Spanish
(Hualde 1989), analyzed by Walker (2006) as a case of agrdmgecorrespondence, i.e.
the licensed feature appears twice in the output, not omekthaus intervening features are

allowed. An analyis in terms of Walker (2006) is given in (113

(113) :

olamyasc + {iMyasc , Oteen | LICENSHO) INTEGRITY| @-MATCH

a. olam-im *

|
b. O olam-ot * : *
|

In (113b), the features of the root [0] are pronounced twicee on the root and once
on the suffix. Since these two pronunciations express aesunglerlying set of features in
two non-contiguous locations in the output, a violation ®TEGRITY is incurred. This

analysis faces the same challenge that faces the analy§idin112): The constraint
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that distinguishes local licensing from distal licensihgTEGRITY, makes the opposite
preferences with respect to the constraint that requicessing, LCENSHO).

Two empirical questions can weigh on the nature of the coamealysis of Hebrew. The
first question is about the exact pronunciation of the ir@eers in words likelam-6t. Is
the [a] that intervenes between the two [0]'s pronouncediBagantly differently from the
[a] in olar-im, where the root’s [0] is unlicensed? If the [a] is not proncenh differently,
that would be evidence against the harmony-based appraadthl(?2).

The second empirical question is about the range of possiiglereners. In the lexicon,
only nouns with the vocalic pattern [0-a] are more condudvet-taking than nouns
without [0] in them. It is not known how often speakers willodse -6t with nouns that
have other interveners, e.g. [0-€], [0-i]. If [0] can be heed across certain vowels but not
others, this would be a problem for the agreement by corredgrace account (113), which
makes no prediction about the identity of the interveners.

Ultimately, the question is about the actual typology of ebwowel interactions cross-
linguistically, which include vowel harmony and vowel litc#ng. The Hebrew case is a
little different from most known cases, since it does noblwe the selection of vowels
only, but rather the selection of whole allomorphs that cinef active vowels and
inert consonants. | conclude that the place of Hebrew in ypelogy of vowel-vowel
interactions is not sufficiently well known to motivate agejon of the analysis in terms

of LocAL(o) and DSTAL(0).

3.5 Product-orientedness in an artificial languag¥
The analysis of Hebrew plural allomorph selection propdsae relies on markedness

constraints. The two allomorphs are available in the uydeglrepresentation of the plural

This work was done in collaboration with Lena Fainleib (TeiAUniversity). We are grateful to Ram
Frost, of the Hebrew University Psychology Department,Hisrgenerous help with various aspects of this
work.
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suffix, and they are allowed to compete in the phonology, thighassumption that choosing
one of the allomorphs does not entail the deletion of therptsiace only one can be
chosen at a time (Mester 1994, Mascar6 1996, Anttila 198d,raany others). Simply

pronouncing one of the allomorphs as it is in the UR, then,rwfaithfulness cost, and

therefore the choice is left to markedness constraints.

Markedness constraints only assess surface forms — in dbes, ¢he licensing of an
unstressed [0] in the plural stem. These constraints havacness to the underlying
representation of the root, nor to its pronunciation in timgglar. It follows, then, that
speakers are predicted to prefer the choiceavhre matter whether the singular has an [0]
in it or not.

This prediction cannot be tested with the real words of Hepsace every plural stem
that has an [0] initalso has an [0] in the corresponding darggiem. The prediction can be
tested, however, with an artificial language that is just lebrew, but allows plural stems
that have [0] in them without a corresponding [0] in the siiaguThis section describes a
pair of such artificial languages and how Hebrew speakersddahem.

Two languages were taught in this experiment. In both laggsasingulars were
plausible native nouns with an [0] or an [i] in their final sfle, and in the corresponding
plural forms, [0]'s alternated with [i]'s and vice versa. dlthoice of the plural suffix
agreed with the plural form in the “surface” language anchwite singular form in the
“deep” language (114). Only final vowels were varied, sif@ythave the strongest effect

on plural allomorph selection in real Hebrew.
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(114)  “syrface” language “deep” language

afiv ajov-06t div afov-im
axis axos-ot axis axos-im
amig amog-6t amig amog-im
azix azox-6t azix azox-im
adic adoc-0t adic adoc-im
agof agif-im agof agif-ot
apo6z apiz-im apoz apiz-o6t
acok acik-im acok acik-o6t
abg abif-im abg abif-ot
alod alid-im alod alid-ot

Note that the ten singulars are exactly identical in the mlages. The ten plural
stems are also identical, but the choice of plural allomasptiifferent: In the “surface”
language, plural stems with [0] seleabt-and plural stems with [i] selectim. In the
“deep” language, it is not the plural stem, but rather thguliar stem that selectotif it
has [0] and #mif it has [i]. Another way to think about the “deep” language® say that
plural stems with [0] selectim, and plural stems with [i] seleciot

After participants were trained and tested on one of thedaggs in (114), they were
asked to generate plurals for the twenty nouns in (115). €spanses were rated for their
success in applying the vowel changes and the selectioreqdltinal affix, where success
was defined as the replacement of a singular [0] with a pliraind vice versa, and the

selection of a plural affix according the generalizatiorhia televant language.
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(115) agiv amov

apis ados
axig gog
amix atox
alic goc
axif arof
aniz ahoz
afik abok
afif agq
azid apod

3.5.1 Materials

In the experiment, each participant was trained and testedl@anguage that contained
10 nouns, where each noun consisted of a random pairing afradssond a concrete object,
like a fruit or a household item. Once trained and testedh gacticipant was asked to
generate plurals for 20 new nouns that they haven’t encoeshteefore. An additional noun
was used in the beginning of the experiment for demonstratio total, each participant
encountered 31 nouns.

All the pictures of the objects used in the experiment wekertandoors, using daylight,
with a Sony digital camera at 3.2 mega-pixels, then reducet0x300 pixels and saved
as jpg files. The objects were placed on a neutral backgramtpositioned so as to make
them as easy as possible to recognize. The objects werenchosk that their names in
actual Hebrew were masculim@-takers. Items that were shown both in singletons and
in pairs included the demonstration item, which was an abin@md the training items,
which were a red onion, a potato, an apple, a persimmon, wlstray, an artichoke, an
orange, a green bell pepper, an eggplant, and a cucumbédre piural generation phase,

subjects saw the following items in pairs: pears, lemons)ggranates, avocados, heads of
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garlic, carrots, loquats, zucchinis, melons, dried apsicancooked steaks, beets, coconuts,
prickly pears, jars of instant coffee, knives, mobile phgnpower splitters, computer
mouses, and bottles of olive oil. All of these were confirmgdsbveral Israeli speakers
of Hebrew to be easy to recognize and name.

The auditory materials included the singulars and plur&lshe training materials
shown in (114), the demonstration item, which wadin ~ axunim, and the plural
generation items in (115). These were recorded by a malgenatieaker in a sound-
attenuated booth onto a Macintosh computer at 44100 Hzg usiidacity. One wav file
was created for each singular form, using Praat (Boersma &nii& 2008). For each
plural form, an additional file was created, which startethwie singular, followed by .5
seconds of silence, followed by the singular again, anatheeconds of silence, and then
the plural form. All files were then converted to .mp3 formatng theLAME encoder,

version 3.97 (from http://www.mp3dev.org/).

3.5.2 Methods

The experiment was conducted on a web-based interfacey Bgiefox. Participants
sat in a quiet room and wore headphones with a built-in mivooe. They were recorded
during the whole length of the experiment using Audacity airgle channel at 44,100
Hz. At the end of the experiment, the recording was saved aspafile using the AME
encoder.

Each participant was randomly assigned to either the “safflanguage or the “deep”
language. Then, the training materials were generatedrigoraly combining the sounds
from the relevant part of (114) with the ten training objedescribed above, to create
10 nouns that pair sound and meaning. Additionally, the twenunds from (115) were
randomly combined with the twenty plural generation iterasatibed above, to create 20
nouns. The plural generation nouns were divided into twaigsp each containing five

nouns with [i] and five with [0].
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Participants were told that they would learn a made-up lagguhat is a new kind of
Hebrew, and that it is written in Hebrew letters and pron@adhwith an Israeli accent. They
were asked to memorize the words of the new language andfigutre out the regularity
of the language.

The experiment was conducted as follows: training andngstin singulars (two
rounds), training and testing on singulars and plurale@hounds), plural generation for
ten new nouns, testing on the singulars and plurals fromrtiring phase, and plural
generation for 10 additional new nouns. These phases acdlus more fully below.

Training started with singulars only: A picture of an objests displayed on the screen,
and a sentence below it introduced the object as a mascuune by displaying the text

in (116).

(116) Here’s a Nicsc

hine nexmagasc

In parallel, the name of the object was played. The partitipeessed a key to go to the
next item. All 10 items were thus introduced in a random qrded then introduced again
in a new random order. After each item was introduced twiegtigpants were tested on

them. A picture of an item was displayed, along with the ungions in (117).

(117) Say in aclear voice, “this is a nigec " or “l don’t remember”

imru be-kol ram ve-barur, “ze nexmag,sc’, 0 “ani lo zoxer/et”

The whole procedure of training and testing was then regde&tete that at this point,
all participants were trained on the same materials, régssaf whether they were going
to learn the “surface” language or the “deep” language.

After two rounds of training and testing on singulars, plsiveere introduced. A picture

of a pair of objects, e.g. two apples, was displayed, withekein (118).

¥The Hebrew word used wasukiyit, which depending on context, can mean ‘legality’, ‘well-
formedness’, ‘regularity’, ‘pattern’, etc.
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(118) Here’'s ongasc on the right and ongsc on the left.
Together, these are tygQsc NiCeyasc
hine exad,asc mi-yamin ve exag,asc mi-smol.

beyaxad, elgneyiyasc nexmadinasc.

In parallel, the singular was played twice, followed by theral. All 10 items were
thus introduced in the singular and plural in a random ora®d, then introduced again in a
new random order. After each item was introduced twice j@pents were tested on them.

A picture of a pair of items was displayed, along with therastions in (119).

(119) Say in a clear voice, “here there’s Qe on the right and ongsc
on the left, and together these are HwQ NiCeasc
imru be-kol ram ve-barur, “yepo exad,asc mi-yamin ve

exad;xsc mi-smol, vebeyaxad elfeyiyasc nexmadimyasc”.

The whole procedure of training and testing was repeatedrtae times, for a total of
three rounds.

After the training and testing were over, participants wasked to generate plurals in
the artificial language for nouns that they hadn’'t seen legfior two rounds. In the first
round, five nouns with [0] and five with [i] were randomly skt from (115) and paired
with meanings. A picture of one such noun was displayed vhghinstructions in (120),

and in parallel, the noun’s name was played twice.

(120) Here’s ongsc on the right and ongsc on the left. And what
are they together? Say in a clear voice, “here’s,Qae on the right and
ONByasc on the left, and together these are jagQ Niceyasc

Complete the sentence in a way that seems to you to be mosatibtepwith the
new kind of Hebrew you learned today.
hine exadxsc Mmi-yamin ve exad;asc mi-smol. ve ma henfney

ele beyaxad? imru be-kol ram ve-barur |'y® exad,asc Mmi-yamin ve
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exadxsc Mi-smol, vebeyaxad elfgneyiyasc nexmadinyasc”.
hallimu et ha-mjpat be-curge-tifama laxem haxi matima la-ivrit ha-xaf@a/e-

lamadetem.

After the first round of plural generation, the ten nouns #psakers were trained and
tested on appeared for another round of testing (no feedlaslgiven at this point). This
was done to make the participants mentally review the nadtibiey learned, reconsider any
potentially unfruitful strategies, and hopefully make tmext round of plural generation
more consistent with the artificial language. After thismdwf testing, the second and
last round of plural generation included the remaining teans from (115), following the

same procedure as in the first round of plural generation.

3.5.3 Participants

Data from a total of 60 participants was used in this studyst2tlents at the Hebrew
University and 39 students at the Tel Aviv University. All kgeborn in Israel and were
native speakers of Hebrew, without any self-reported hgaor vision difficulties. There
were 24 males and 36 females, average age 23.4, age rang@°L8@r their time and
effort, participants were either paid 20 shekels (aroun8&)$r given course credit.

Four additional participants were excluded: One partiipaisunderstood the task,
and most of the time supplied the names of objects in actulatddeinstead of their names
in the artificial language. Another participant failed taoreatly repeat several of the names
for novel items she had just heard, and performed badly ownttier tasks, suggesting an
unreported disorder of hearing or cognition. Two otheripgrants were excluded because

they did not produce any response for several items in thalgyeneration rounds.

91n pilots, participants over 30 were largely unable to perfoninimal memorization, so 29 was chosen
as a cut-off age for the current experiment.
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3.5.4 Transcription and encoding

For each participant, two sections of the recording wemstrabed: the testing rounds
for the singulars, and the plural generations rounds. Therdéngs were matched up
with the intended responses as they appeared on the segyemid written using a broad
phonetic transcription.

For the testing rounds on the singulars, each response wes giscore. A perfect
score of 1 was given for a perfect recall of the expected foRecalls with spirantized
labials were also accepted, iaa/qf for abgf or afozfor apozwere also given a score of 1.
Pronunciations with an initial [h] (e.dvabqg’ for abgf) were also considered perfect and
given a score of 1. Such pronunciations were considered tathen the normal range of
variation in Hebrew, and compatible with perfect memor@at A score of .5 was given
to any response that deviated from the expected form mihyriad. one feature on one
segmentdmik for amigor apuzfor apo2? or by transposition of two consonantss{x for
axis). A score of 0 was given to lack of recall or to any form thatidésd from the expected
form by more than one feature. This creatad@morizatiorscore for each participant, on
a scale of 0-20, quantifying their ability to correctly rk¢he singulars of the artificial
languages. Since the singulars in both languages wererthe sae memorization score is
useful for controlling for any differences between the twoups.

The rounds of plural generation were broadly transcribed, the plural forms were
coded for their stem vowels and choice of plural affix. Moseaers produced full
sentences, as indicated in (120), and a few just providesitigellar and the plural without
a frame sentence. No participant gave just plural formsaouthiepeating the singulars.
All participants repeated the singular forms they hearemsally perfectly, so no coding
of the singulars was necessary. Speakers also had no trethleeproducing the two
consonants of the singular in the plural form, so no codinthaf aspect was necessary
either. Occasional initial [h]'s or the substitution of fe} [a] in the initial syllable fiabok-

ot or ebok-otfor the expectedbok-0) were considered to be within the normal range of
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variation for Hebrew, and were not taken to be errors. On ¢&aah a successful vowel
mapping was defined as a production of an [0] in the singuldraemi] in the plural stem,
or vice vers®. A successful plural allomorph selection was defined as baerhatches
the intended generalization in the language the partitiwas taught, e.g.et for plurals

stems with [0] in the “surface” language. A trial was categed as successful if it had
a successful vowel mapping and a successful choice of pdffial With 20 trials each,

participants were assignedjaneralizatiorscore on a scale of 0-20.

3.5.5 Results

As expected, the “surface” language participants gerze@dlhe intended pattern better
than the “deep” language participants. The table in (12byshthe proportion of trials
where participants successfully changed a singular [o]]tarid vice versa, and also
selected the plural affix as expected in the language they asked to learn. The “surface”
group was equally successful in both conditions, whereasdbep” group was worse at

the change from singular [i] to plural [0] than at the change[0] to [i].

(121) “Surface” language “Deep” language difference
[o] — [i] 55% 42% 13%
[i] — [o] 54% 34% 20%
Total 54% 38% 16%

This section presents four aspects of the experimentalisega) The participants in
the “surface” language were more successful than the paatits in the “deep” language,
with a particular disadvantage for the “deep” group in tharge from [i] to [0], shown
in §3.5.5.1, (b) The two groups did not have significantly deéfermemorization scores,

and these scores correlate with the generalization scotgsrothe “deep” group, shown

20The term “success” is used here in its statistical senseghikijudgement neutral, and simply refers to
one of two possible outcomes in a binomial experiment. Is $kinse, a heart-attack can also be defined as a
success.
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in §3.5.5.2, (c) Speakers were biased towards usimg proving that they were influenced
by real Hebrew in the experiment, shownsiB.5.5.3, and (d) Misperception of the stimuli
was marginal in both groups, and cannot account for the dasdedge of the “deep” group,

shown in§3.5.5.4.

3.5.5.1 Generalization differences between the groups

The “surface” language participants were on average mareessful than the “deep”
language participants at changing stem vowels from [i] i@fal vice versa (54% vs. 38%
of the trials). Given a successful stem vowel change, thedsa” language participants
were better at selecting the appropriate plural affix (99%0286), as seen in (122). The
“surface” language participants performed both of the ireguvowel changes equally well,

whereas the “deep” language participants were less sudatasshanging [i] to [o] than

[o] to [i].

(122) 180

150
120 -

_73 00 | f— Mot

= Jim
60 -
30 -
0

1—o0 0—1 1—0 0—1
surface deep

A by-subject analysis shows that the generalization sdorethe “surface” language
participants ¢ = 30, M = 10.9) were on average higher than the scores for the “deep”
language participants:(= 30, M = 7.7). The generalization scores were bi-modally
distributed in both groups, as seen in (123), with 78% of {heakers scoring either 0-5

or 18-20. In other words, most participants either did vesgrty or very well, with only
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a few participants in the middle. The “surface” group is ctégrized by a large number
of participants at the higher end of the scale, while thei@pents in the “deep” group are

more heavily concentrated at the low end.
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Since statistical tests that assume a normal distribusioch as the t-test, are out, the
data was transformed using a cut-off point. Participants gdored above the cut-off point
were given a score of 1, and the others were given a score oh@.transformed results
were compared with Fisher’s exact test. At a cut-off poiniL@f the difference between
the groups is significant (odds ratio 3.7365 .047). The choice of 17 for the cut-off point
comes from the distribution of the generalization scorethén“surface” group, where no
participant scored in the 13—-17 range, inclusive, sugggshiat a score of 18 or above is
the minimum for being considered a good generalizer.

The by-item analysis also shows a significant differencééperformance of the two
groups. The chart in (124) shows the number of participarts successfully changed
a stem vowel [i] in the singular to [0] in the plural and vicersa& for each item, and
the number of participants who successfully changed tha stavel and also chose the
expected plural affix for the language they learned. Thedifices between the groups are

significant both for the stem vowel change only (paired t:t§49) = 7.36,p < .001) and
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for the combined stem vowel change and affix selection (gakutest: t(19) = 9.25,p <

.001).

The chart in (124) also shows that given a successful sterehavange, the “surface”
language participants almost always selected the expafftegas evidenced by the almost
complete overlap of the two black lines (paired t-te$19) = 1.83,p > .05). The “deep”
language participants, however, often changed the sterehgawcessfully, but then failed
to choose the expected affix, as evidence by the two distragtlmes (paired t-test:(19)

=6.19,p < .001).

(124) The number of participants who correctly changed stewels and chose appro-

priate plural suffixes, by item

20

15 /-J —— Surface stem

—— Surface affix

=o= Deep stem
10 - / : \ / : 3’ =o= Deep affix

no. of participants

A final thing to note about (124) is that the performance of therface” group
participants is equally good on the items that require thengk of [i] to [0] and those
that require the change of [o0] to [i}(L7.67)= .268,p > .1), whereas the “deep” group
participants performed more poorly on the items that reglihe change of [i] to [0]
(t(17.17)= 4.430,p < .001).

The experimental results were analyzed with a mixed-efflegistic regression model

in R (R Development Core Team 2007) using theer function of theLME4 package,
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with participantanditemas random effect variables. For each trial, the dependaatyi
variabletotal successvas given a value of 1 for a successful change of stem vowel and
a choice of the expected plural affix, and 0 otherwise. Thédipter of interest was the
unordered two-level factgparticipant groupwith the “surface” group as a base-line. In

a simple model that haplarticipant groupas its only predictorparticipant groupdid not
reach significance. Adding another unordered two-levabfasingular vowe| with [i] as

the baseline, and the group-vowel interaction factor, show(125), made a significant

improvement to the model, as determined by an ANOVA modelgamson §?(1) < .01).

(125) Estimate SE z P
(Intercept) 0.761 0.723 1.054 0.292
group —1.859 1.010 -1.843 0.065
vowel 0.091 0.286 0.317 0.752
group:vowel 0.658 0.374 1.760 0.078

In (125),participant grouphas a negative coefficient, meaning that being in the “deep”
group was negatively correlated with successful stem vamhahge and affix selection.
This effect, however, only approached the standard .05fgignce level. Additionally, the
interaction effect has a positive coefficient, meaning ihahe “deep” group, the singular
vowel [i] correlated with better success than the singutavel [0], but this trend also only
approached significance. The model stays essentially ngeldawhen validated with the
pvals.fndunction from thdanguageRpackage (Baayen 2008). The rather modest p-values
of this model are clearly due to the bi-modal distributiorttad participants’ performance,
as seenin (123), and evidenced in (125) by the large staedandof theparticipant group
factor.

One way to bring thearticipant groupvariable into significance is to separate each
participant’s responses to the [i] items and the [0] itensseatially nesting participants

under vowels. This allows for thparticipant groupeffect to emerge by eliminating
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the ability to observe any vowel effect. The new model, in6)l2hasitem and
vowel:participantas random effect variables amparticipant groupas a fixed variable.
In this model, being in the “deep” group is significantly lessducive to success than

being in the “surface” group. The model stays essentialshanged when validated with

pvals.fnc

(126) Estimate SE z D
(Intercept) 0.759 0.567 1.337 0.181
group —1.880 0.794 —-2.369 0.018

To summarize, the participants in the two groups behavefkrdiitly, with the
“surface” language participants performing better tham “theep” language participants.
Additionally, the “deep” language participants were lesscessful at changing singular
[i] to [0] than vice versa. Statistical modeling of the dié&ce between the groups with a
logistic regression proved challenging, no doubt due tdthmodal distribution of the data.
While all the effects in the model in (125) were in the rightediion, they only approached
the .05 significance level. Finding a model that brings oeidifference between the groups

below the .05 level, as in (126), was done at the price of elating the vowel effect.

3.5.5.2 No memorization differences between the groups

Since the differences between the two languages are seetwavdisjoint groups of
people, it could be argued that the participants who leathed'surface” language just
happened to be more alert or motivated. While participardsevassigned to the two
languages randomly to prevent such an effect, their meoriz scores can also show
that there were no clear differences between the groupssimebpect.

The two groups can be compared on their ability to memorieesthgular nouns in
the initial part of the experiment, since participants irthbgroups performed the same
task in that stage. As seen in (127), speakers’ scores on ¢hsoneation task are quite

similar in both groups (“surface” = 30, M =9.12,SD = 4.23; “deep™:n = 30, M =
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8.48,SD = 3.74). The scores are approximately normally distributetiath group$,
and a t-test reveals that they are not significantly diffe(gb7.14) = .61p > .1). We can
safely conclude that there are no significant differencésden the groups in the ability to
memorize items (and by extension, in their general alesta@sl cognitive abilities), and
that any differences between the groups in their genetalizabilities, as seen in (123),

mean that the two languages differ in their level of diffigult

(127) 12
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Interestingly, the correlation between the participangsnarization scores and gener-
alization scores is different in the two groups. In the clartl28), “surface” language
participants are marked with “s” and a black regression, lened the “deep” language
participants are marked with “d” and a gray regression liAdittle noise was added to

reduce overlap between points.

2IA Shapiro-Wilk normality test on each group reveals that“teface” group is marginally normally
distributed { = .92,p = .038), and the “deep” group is solidly normally distribdi@ =.98,p > .1).
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For each group, a linear model was made using dlgefunction in R, with the
generalization scores as a dependent variable and the zetmor scores as a predictor. In
the “surface” group, the generalization scores could ngirbdicted from the memorization
score (2% = .075, sequential ANOVAL'(1,28)= 6.49,p > .1), but in the “deep” group,
the correlation was significaniz¢ = .188, sequential ANOVAE'(1,28)= 2.32,p < .05).

This difference between the groups is not surprising. Thefése” language was
predicted to be easy to learn, and indeed whether speakeeslé@rned the language
successfully or not had little to do with their relative atess. The “deep” language was

hard to learn, and participants had to pay attention to lg@auccessfully.

3.5.5.3 Bias towards #n
There is good reason to believe that participants in thieexgent were influenced by

their knowledge of real Hebrew in dealing with the two artéldanguages.
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The experimental stimuli were balanced betwpan] and[-ot], and indeed in order to
get a perfect generalization score of 20, participants bahdosg-im] exactly 10 times,
and thus show no preference feim] over[-ot].

However, the words of the artificial languages were preseate masculine nouns,
as indicated by the adjectives and numerals that agreedtketh in the various frame
sentences. Since masculine nouns in real Hebrew are hdas#ed toward$-im], the
influence of real Hebrew would bias speakers towias).

Indeed, the good generalizers (i.e. those who scored 18lametphave their choices
of [-im] concentrated at 10, while the bad generalizers (i.e. thasesgored 17 or less)

have their choices dfim] concentrated above 10, as seen in (129).
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The number of-im] choices for the good generalizers was not significantlyedgift
from 10 (» = 18, M = 9.83, Wilcoxon test withy = 10, V' < 100,p > .1). The bad
generalizers chose the masculipin] significantly more often than the feminineot],
showing that they treated the new words as masculine Heboaws) and extended the
preference fof-im] from real Hebrew to the artificial nouns & 42, M = 11.64, Wilcoxon
test withp, = 10,V > 670,p < .01). The choice of-im] comes out as significantly greater
than 10 even when all participants are included<60, M/ = 11.10, Wilcoxon test with
=10,V > 1200,p < .05).
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3.5.5.4 Errors and vowel perception

Speakers who failed to change stem vowels correctly froto [i] or vice versa usually
left the stem vowel unchanged. The distribution of trialshwinchanged stem vowels is
shown in (130), where each column indicates the number goreses with #n and the

number of responses witlotfor each unchanged stem vowel.
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Mirroring the finding in (122) above, the “surface” group &es to be more successful,
with only 43% of the trials leaving the stem vowel unchangsaimpared to 55% of the
trials in the “deep” group. Again, the “surface” group is atiy successful with either
stem vowel, but the “deep” group leaves more [i]'s than [ofghanged.

It is instructive that the vast majority of unsuccessfulsj in both groups, leaves the
stem vowel unchanged (94% and 95% of the unsuccessful, tiiathe “surface” group
and “deep” group, respectively). This means that speakadsvirtually no difficulty in
perceiving the stem vowels correctly in the singular andhia plural, leading them to
choose either [i] or [0] in the plural stem, but no other vowel

In 34 trials (2.8% of the total number of trials), speakerslea spurious vowel change,
i.e. the speakers realized that some vowel change must liegguut didn’t change an [i]
to [0] or vice versa. At this rate, these are no more than exytal noise. Of the 60

participants, only 12 made spurious vowel changes (six feach group), and only six
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participants made a spurious vowel change in more than @iéthree from each group).
The most common spurious changes were to [u], which is thelthat [0] is must likely
to be misperceived as, with 12 trials changing [i] to [u] antidls changing [o] to [u], for

a total of 19 trials, or a mere 1.6% of the total number of $rial

3.5.5.5 Summary of the experimental results

In conclusion, we see that Hebrew speakers responded towihdahguages in
very different ways: The “surface” language was signifibargasier to generalize.
Generalization scores in both languages were bi-modatdiiriduted, with speakers who
were good generalizers and speakers who were bad genesali&esignificantly larger
proportion of the speakers of the “surface” language weoslgreneralizers relative to the
speakers of the “deep” language.

Speakers of the “surface” language were equally success@illanging [i] to [o] and
[o] to [i], while the “deep” language speakers were less sasful with the [i] to [0] change
relative to the [0] to [i] change. In both groups, speakemrsg@ged stem vowels correctly
in the vast majority of the time, as evidenced by the small lnemof trials with spurious
vowel changes. The influence of real Hebrew on the artifieiagliages was seen in the

bias that speakers had towards selectiopiof].

3.6 Discussion and analysis

The experimental results show that in selecting pluralnadigohs in Hebrew, speakers
make their decisions based on the surface form of plural sionot based on their
underlying form or their singular form. This section shovesthe greater success of the
“surface” language participants follows naturally frone t@ptimality Theoretic analysis |

offered for Hebrew ir§3.4.
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3.6.1 The role of Universal Grammar in learning alternations

The participants in both languages had to learn the same émovowel mappings,
from [o] to [i] and vice versa, with the difference being omtythe selection of the plural
affix that accompanies the change. Without a proper theoaffixf selection, it might be
surprising that a difference in affix selection between targguages is causing a difference
in the ability to perform stem vowel changes between the amgliages.

In the “surface” language, the introduction of an [0] into larpl stem was always
accompanied by the selection ait-so no violations of bCcAL(0) were introduced. Nouns
with [o] in the singular were expected to change it to [i] andselect +m, in which case
leaving the singular [0] intact would have created a violatof LOCAL(0). Thus, in the
“surface” language, @caL(o) allows the smooth alternation of [i] with [0] due to the
selection of -et, and encourages the alternations of [0] to [i] with the sib&cof —im. The
plurals in the “surface” language never violate¢AL(0), making the changes from [i] to
[0] and from [0] to [i] equally good from the markedness pahview, and indeed speakers
were equally successful with both changes.

In the “deep” language, the introduction of an [0] in a plusem was accompanied
by the selection of i, thus introducing a violation of @cAaL(0). Singular [0]'s were
expected to change to [i], thus eliminating the potential doviolation of LOCAL(0).
Thus, in the “deep” language, only plurals that change [i[dpintroduce a violation
of LocAL(0), and indeed speakers were less successful in changitay[{i] relative to
changing [o] to [i].

Under my analysis of Hebrew, then, the greater success dftiréace” speakers at
vowel alternations in the stem follows naturally from thetdbution of the plural affixes in
the two language. Choosin@tis compatible with changing a stem vowel to [0] and with
retaining a singular [0], while chooingm is compatible with neither retaining a singular

[0] nor with introducing a plural [o].
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As for finding a constraint ranking for the two languages,gaia emerges that the
“surface” language is easier to analyze, and is thus exgeotde easier to learn: In
the “surface” language, nouns that have an [0] in their plsteam always selectot, so
LocAL(o) can be uniformly ranked overM ATCH. Nouns that have [i] in their plural stem
always selectin, which is compatible with a uniform ranking @¢fMATCH over *6/HIGH.
Under this view, the “surface” language is just a simplerr@rextreme expression of actual
Hebrew. The single constraint ranking in (131) can be swfuolg used to provide the

correct choice of plural affix for the “surface” language.
(131) LocAL(0) > @MATCH > *6/HIGH

In the “deep” language, speakers cannot find a single contstaaking for the language
that uses the markedness constraints that are active inlure pllomorph selection of
actual Hebrew. Since nouns with [i] in their plural stems @& take ot, a speaker
could rank B/HIGH over g-MATCH, but that would entail selection obtfor all nouns,
contrary to overt evidence. Nouns with [0] in their pluratrsis always takeim in the
“deep” language, which would imply rankinggMATCH over LOCAL(0). This ranking
leaves locAL(o) completely inactive in the artificial language, andibtites all of theot-
selection of the language t@*HIGH, contrary to the situation in real Hebrew, where most
ot-selection is due to ©caL(0). Finding a grammar for the “deep” language would require
constraint cloning, as shown in (132). The nouns that haveosvk plural will be divided

between the two clones o6fHIGH.

(132) *6/H |GH{aﬁv, axis, amig, azix, adie > (P'MATCH > *6/H |GH{agof, apoz, acok, aljpalod} s

LocAL(0)

While the grammar in (132) allows the participant to coryeselect a plural affix once
they have heard the correct plural form, it does not allowthe generalize correctly to
forms that were only given in the singular. While the nounthvi] and the nouns with

[0] are neatly divided between the clones @fHIGH, they are listed under a constraint
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that is indifferent to the vowel of the stem, and hence thet mlevision cannot be reliably
extended to novel items.

Another possibility that might be available to the partasips in the “deep” language
is to use the OCP (Obligatory Contour Principle, Goldsmi&76) to choose the plural
allomorph that has a vowel that is not identical to the lastelof the root. An OCP effect
on vowels is observed in actual Hebrew, where the combinatidwo [0]'s inside a root
is quite rare, and the combination of two [i]'s is even rarBxtending the effect of the
OCP from roots to whole words would give the participant gmgrammar to derive the
“deep” language. Using the OCP this way still makes the “tésapguage more different
from actual Hebrew than the “surface” language: In the ‘acef language, OCP is only
active inside roots, like real Hebrew, while the in “deepidaage, the OCP needs to apply
across morpheme boundaries, unlike real Hebrew. Even W&IOCP, then, the “deep”

language is predicted to be harder to learn than the “surfanguage.

3.6.2 Stem changes and allomorph selection

A question remains about the mechanism(s) that particsdzante used to apply vowel
changes to the noun stems. Vowel changes in paradigmagitores are ubiquitous in
Hebrew. In making verbs and deverbal nouns, speakers oeiedne able to impose vowel
mappings on words regardless of the words’ input vowels.eixample, the loanworklip
‘loop’ can give rise to the verkiplép ‘to loop’, with nothing left of the input’s [u]. For
an OT-based account of Hebrew vowel changes in verbs, sesghldss(2000). In nouns,
however, it's less clear that Hebrew allows arbitrary voarednges.

The most common vowel change in nouns involves an altemmaedween [e] and [a],
as inmélex ~ meblxim ‘king’. Other vowel alternations are much less common, sagh
the change from [0] to [u] or from [0] to [a], as in (91) abovdl Yowel changes, then, are
limited to plausible phonologically-driven changes, withd vowels either rising to their

corresponding high vowels or lowering to [a], both of whicdnde construed as vowel
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reduction. Excluding the changes that go from various vew@l[a], no nouns involve a
change of vowel backness or vowel rounding.

In the artificial languages, vowel changes involve backraess rounding that don’t
map onto [a], and thus represent a qualitative departune feal Hebrew. Since seemingly
arbitrary vowel mappings are allowed in verbs, howeverrehg reason to believe that
speakers did not go outside their grammatical system ta lda mappings, but only
outside their nominal system.

Another perspective on the difference between the two@difianguages is offered by
the phonological cycle (Chomsky & Halle 1968; Kiparsky 2R0® the theory allows the
vowel change to apply independently of the addition of thegilaffix, then the “surface”
language applies the vowel change first and then chooseduta affix to go with the
changed vowel, while the “deep” language selects the phffid first, and then changes
the stem vowel. The “deep” language, under this view, rentlee effect of lOCAL(0)
opaque, since the vowels it operates over are no longer isutiace representation. In a
version of Optimality Theory where morphological and phlogacal operations apply one
at a time, as in Wolf (2008b), both languages respentAL(0), but the “deep” language
does so opaquely. Are opaque languages inherently moreuttitio learn than transparent
languages? The answer to that is not known. Most known cdsgsagity in the world
languages, if not all, are historically innovative, suggesthat even if speakers might be
biased against opacity, this bias can certainly be overcéwméitionally, children innovate
opaque interactions that don'’t exist in the adult langubhgg’te learning (Jesney 2007). If
the only difference between the two artificial languagesésttansparency of the pattern,
it's not clear that the difference in difficulty that parpeints had is predicted.

There is reason to believe, however, that Hebrew speakarkiwot allow the vowel
change to apply independently of the affix selection. Serraliyt, the vowel changes
and plural affixes were associated with a single unit of megniamely, plurality. Even

if a single morpheme is expressed in two different ways, hsd to see how the two
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changes could apply in two different levels of the cycle. tRewmmore, vowel changes
alone never mark plurality in actual Hebrew. Each and evemapnoun in real Hebrew is
marked with either im or —ot, regardless of any vowel change. This is different from the
situation in Arabic, where vowel changes in the stem and a@mated plural suffixes are
in complementary distribution, and each mark pluralityssepely?.

If it is agreed that both the vowel change and the plural alecion must happen at
the same level in the cycle, then the theory of allomorphcsiele in Paster (2006) makes
the peculiar prediction that it's the “deep” language thatid be the more natural one for
speakers. In this theory, allomorph selection is only alldwo refer to the shape that a
stem has in the input to the current level in the cycle. In theep” langage, then, the plural
allomorphs harmonize with the vowel of the singular, whilghe “surface” language, the

plural allomorphs are chosen to go against the phonoldgipegferred pattern.

3.6.3 The limited role of phonotactics

My analysis of the experimental results relies on the agtiaf two markedness
constraints that are quite specific and typologically-sufga: LocAL(0), which penalizes
unstressed [0]'s unless followed by a stressed [0], ailitGH, which penalizes stressed
high vowels. My analysis predicts that the “surface” langriavould be easier to learn
than the “deep” language. One could argue, however, thairdference for the “surface”
language could also be stated in much more general termsj@apke reflection of Hebrew
phonotactics. In this section | show that a simple projectdd Hebrew phonotactics
predicts that the “surface” language is actually harden tha “deep” language.

Looking at the attested vowel combinations in the singutamf of Hebrew shows

a preference for non-identical vowels. The table in (133wshcounts from Bolozky &

22|In Arabic paradigms likevazir ~ wuzara? ‘minister’, it is plausible thata:? is a suffix, but it never
marks the plural on its own; it always accompanies a vowehgbhahat marks the plural. In contrast, the
plural suffixesumnaand-at, as inkatib ~ katib-una‘writer’, always mark the plural on their own, and are
never accompanied by a vowel change.
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Becker (2006) for all singular native nouns that containrélevant vowel sequences and
counts for native masculine di-syllbic nouns only. Both misushow that disharmonic

vowel sequences are more frequent than harmonic ones.

(133)  vowel combination All singulars Di-syllabic masculines

i-0 286 107
0-i 132 8
I-i 126 2
0-0 21 8

Perhaps counts of vowel combinations in plural nouns aremedevant for comparing
preferences that speakers make in the plurals of the atifasiguages. The table in (134)

gives the counts for plurals by the final vowel of their stenokien down by gender.

(134) Stem-affix combination Masculine Feminine Total

...1-ot 6 1070 1076
...0-im 527 5 532
cd-im 437 7 444
...0-0t 147 178 325

The totals in (134) again show a preference for disharmoowel sequences over
harmonic ones, so if speakers are thought to select pluffikessibased on phonotactic
considerations, the “deep” language is predicted to beee#fsan the “surface” language,
contrary to fact. Even considering the masculine nounsealoakes the same wrong
prediction: Sincg-im] is the most frequently used affix with either stem vowel, ipgrants
would be predicted to prefer the selection[4fn] after any stem vowel, whereas in fact,

speaker preferredim] only with a stem [i].
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The experimental results cannot be reduced, then, to a mefergnce for frequent
vowel patterns, since speakers actively prefer patteatstie less frequent phonotactically.
In my interpretation of the results, speakers analyze th&cal languages in terms of
constraints that are active in real Hebrew. A simple pragecof the phonotactics of real
Hebrew onto the artificial languages, without the mediatibaagrammar, makes the wrong

prediction.

3.6.4 Learning alternations without Universal Grammar

The two languages taught in this experiment were formallyadly complex. The
singulars and the plural stems were identical in both, aedctivice of plural suffix was
completely predictable from the shape of either the sirgstiem or the plural stem. A
learner who uses a simple information-theortic approadulshfind the two languages
equally hard to learn, unlike the human subjects, who foure “surface” language
significantly easier.

The results are challenging for a source-oriented modelhoinplogy, such as the
Minimal Generalization Learner (MGL, Albright & Hayes 2003 In the MGL, the
selection of the affixes is relativized to observed changésden paradigmatically related
forms. In the case of Hebrew, the MGL would identify two chasiggoing from nothing to
[im] and going from nothing to [ot]. These changes competétfe real words of Hebrew,
so the addition of [im] would mis-fire with aat-taker, and vice versa. This is why each
change is associated with a success rate, which is the nwhiverds it derives correctly
divided by the number of words it can apply to. SimplifyinggtMGL results greatly, its

analysis of Hebrew is seen in (18%) The addition of [im] at the end of the word has a

23The actual output of the MGL contains hundreds of rules, agdires some interpretation. For instance,
the MGL rules don’t abstract over the root-final consonairetly, as shown simplistically in (135). Rather,
the MGL creates rules that refer to each individual segmaemd, then gradually abstracts from them using
natural classes. The picture in (135) also abstracts away éases of vowel deletion, which cause the MGL
to identify a change that is wider than the simple additiofira] or [ot]: For example, inzarav ~ znawbt
‘tail’, the change is from [anav] to [nav6t], and the suffot] is not analyzed separately from the deletion of
the root vowel.
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high success rate, since most masculine nounsratakers. The addition of [ot] at the end
of just any word would have a low success rate, but the adddigot] to a word that ends

in [0] followed by a consonant would have a reasonably higitess rate.

(135)  change environment success rate
@ — [im] I # ~97%
@ — [ot] I # ~3%
@ — [ot] /loC__# ~30%

The MGL result is impressive in that it manages to extracttaofegeneralizations
from the rather complex raw data: It identifies the suffixes] d identifies the kind of
nouns that take them. In this model, however, the simildr@wveen the suffixes and their
environment is accidental: It learns nothing about voweitany, and could equally well
learn a language, Hebréwvhere choosinget is correlated with any other phonological
property of the root.

When the MGL is applied to the two artifical languages, it tifees two changes in
each language, as shown in (136). The two changes have asuateof 100% in the two
languages, since the plural allomorph selection is corajyleegular. Crucially, these four
changes are not attested in real Hebrew at all, so the twautges are equally different
from real Hebrew, and are thus predicted to be equally easqoally hard for native
speakers. Due to the vowel change in the stem, the MGL camgeiseparate the suffixes

[im] and [ot] from the stem.

(136)  “surface” language “deep” language
0C—[i Cim] 0C—[iCot]
iC — [0 Cot] iC —[oCim]

Albright & Hayes (2003) recognized this aspect of the MGL t® treatment of the

vowel changes in the English past tense. English speakerthas/owel [0] (as irdrove
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rode) to form the past tense of novel verbs, regardless of the Mowvtke present tense. In
real English, only the four vowelgu, er, i:, u] change to [0] in the pa&t but speakers
identify [0] as a good marker of the past tense with littleaiebfor what the present tense
vowel is, and extend the use of [0] to unattested vowel maysp{while still preferring
mappings that resemble existing mappings). Albright & Ha{2003) point out that a
model of human behavior must include the ability to stateegalizations about derived
forms separately from the bases they are derived from. inclaat the use of markedness

constraints, as proposed here, is suitable for doing jast th

3.6.5 The role of the grammar of real Hebrew

The participants’ responses in the experiment make it theaithey identified the plural
affixes of the artificial language with the plural affixes ofusad Hebrew. All the plural
forms that participants produced contained a well-formiedap affix, either 4m or —ot?®.
Furthermore, speakers were quite successful at recogritza the choice of affix depends
on the vowels of the root, but except for one speaker, thegmsslected the vowels of the
plural suffix independently of its consonants, but ratheatied them as two whole units,
—im and -et, just like in real Hebrew.

Whenever the participants produced plural forms, eithpeating forms they have
heard or generating plurals that they haven't heard, thepqunced them all with final
stress without fail. This indicates that the nouns of thdfiadl languages were not

accepted as just any nouns of Hebrew, but more specificalhatige nouns of Hebrew.

24Examplesdrive ~ drove break~ broke freeze~ froze andchoose~ chose

25A single participant offered the following four paradignasnov~ amivit, agiv ~ agivit, atox ~ atixit,
andafoc ~ axifoc. The rest of this participant’s responses were unremagkalith either +#m or —otin them.
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With loanwords, plurals are formed without moving the stragvay from the root, so a
pluralized loanword will never surface with final stré&ss

Finally, the preference forim over -ot in the experiment, as discusseds®5, is the
clearest indication that participants accepted the adifimuns as nouns of Hebrew. In the
artificial languages, imn and -ot were equally represented, so the higher frequencyrof —
responses must be attributed to the influence of real Hebréswery likely that speakers
accepted the artificial nouns as masculine, especiallyydhenumerals and adjectives that
agreed in gender with those nouns in the various frame seggerHowever, i is more
frequent than et in real Hebrew overall (since masculine nouns are more thaetas
common as feminine nouns), so speakers can show a biagiaven if they ignore the

cues for masculine gender in the experiment.

3.6.6 Source-oriented generalizations?

The aim of this chapter is to highlight the importance of prctdoriented gener-
alizations in phonology, yet it is obviously still the cadeetlanguages have source-
oriented generalizations. Even the Hebrew plural affix,onHihave shown to be subject
to a product-oriented generalization, is also subject towace-oriented generalization:
Loanwords that end ifza] in the singular invariably take the plurabt], regardless of their
gender, as noted in (70) and (71). In other words, the chdigduoal affix must also be
sensitive to some aspect of the input to the derivation.

In Optimality Theory, there are two ways in which an output ¢e sensitive to the
input: The activity of faithfulness can force identity betn an input and an output, or
some mechanism of opacity can give rise to structure tharmtépphonologically on some

aspect of the input, e.g. in the Tiberian Hebrgie[?/ — [defe], the seconde] in the

26Some nouns that are etymologically borrowed were fullywizgid and now get final stress in the plural,
e.g.balonim‘baloon’. These nouns are all di-syllabic, just like the oréy of native Hebrew nouns (Becker
2003).
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output is not present due to faithfulness, but its preseepemds on the presence of the
glottal stop in the input (McCarthy 2007a).

Faust (2008) offers an analysis of Hebrew in which the plaff® [-ot] phonologically
contains the feminine suffixa]. In terms of OT, this would mean that nouns that enddh
select-ot] via input-output faithfulness to athigh] feature. An alternative analysis would
attribute the selection dfot] to output-output faithfulness (Benua 1997) to theh[gh]

feature in[-a]. | leave the exact solution of this issue to future work.

3.7 Conclusions

This chapter examined the distribution of the two plurafigas +m and -et on Hebrew
nouns. The lexicon study showed a connection between hdwuino the root and a
preference for selectingot; with the preference being stronger when the [o] is final, and
thus adjacent to the suffix, and weaker when the [0] is norfirthe root. In a novel word
test, speakers replicated the effect that [0] had in thetaxichoosing et as a plural suffix
most often with novel roots that have an [0] in their final able, and least often with roots
that don’t have [0] at all.

| offered an OT-based analysis of plural allomorph selectitoHebrew, which relied
on a mechanism of constraint cloning to build lexical tremis the grammar, and project
those trends onto novel nouns. In the analysis, allomorfg@tsen was understood to be
without faithfulness cost, and therefore only markednessiraints were involved in the
analysis.

Since markedness constraints only assess output formg, hiée no access to
underlying representations or to paradigmatically relafi@ms. In deriving Hebrew
plurals, the selection ofct is predicted to correlate with the presence of [0] in the alur
stem, regardless of the vowels of the singular. Since inHiearew, the presence of [0] in a
plural stem always corresponds to the presence of [0] initigeikar, the prediction cannot

be tested on the real words of the language.
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To test whether the selection of the plural affix is sensitovéhe vowels of the input
or the vowels of the output, | created a pair of artificial laages, where a singular [i]
alternates with a plural [0] and vice versa. In one langudigeselection of et correlated
with the presence of [0] in the plural stem, and in the othegiemge, the selection of
—ot correlated with the presence of [0] in the singular stem. Aedigted, speakers
were significantly more successful at generalizing the Uagg where the selection of —
ot correlated with the presence of [0] in the plural stem.

The artificial languages were designed and presented asdgasg that are just like real
Hebrew, with the only difference being the vowel changesifio] to [i] and vice versa,
which don’t occur in real Hebrew. To insure that singularg plurals are correctly paired,
participants never heard or produced a plural form witheatrimg or producing its singular
in the same trial. Indeed, the experimental results shotthtigaparticipants accepted the
artificial nouns as native nouns of Hebrew, evidenced by temeration of plural forms
with final stress and a bias towardst-

The prediction of the markedness-based analysis, whigrdahe language that pairs
—ot with plural [o]'s, was contrasted with an MGL-based anay@hlbright & Hayes
2003), which predicts that the two languages would be egdéferent from Hebrew, and
thus equally difficult for Hebrew speakers. The point is &ggtlle more generally to any
analysis that relies on general pattern-finding mechanisatglon’t have any expectations
about what a possible human language is. Since the two itidmguages are formally
equally complex, with the exact same amount of informatiothiem, there is no a priori
reason to prefer generalizations about output forms ovegrgdizations about input forms.
Additionally, | have shown that the experimental resultares be reduced to a mere
phonotactic preference, since the phonotactics of rearédelprefer the pairing of non-
identical vowels over identical vowels.

In real Hebrew, the connection between [0] in the stem andséiection of 6t is

equally reliable when stated over singulars or over plui@lse can say that singulars with
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[0] often choose 6t, or one can say that plural stems with [0] often choose And yet,
the results of the artificial language experiment show tpatkers are biased to choose
the plural-based interpretation over the singular-baséetpretation. This bias follows
naturally from the analysis | offer, which attributes allorph selection to the activity of

universal markedness constraints, as is standardly aslsartiee OT literature.
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CHAPTER 4
LEXICAL TRENDS AS OPTIMALITY THEORETIC GRAMMARS

4.1 Introduction

The results presented in chapters 2 and 3 were used to neotiviaamework, based
on Optimality Theory (Prince & Smolensky 1993/2004), thedrhs lexical trends and
projects them onto novel items. The mechanism for learningxecal trend from an
ambient language relied on the Recursive Constraint Dematlgorithm (RCD, Tesar
& Smolensky 1998, 2000; Tesar 1998; Prince 2002), augmenidda mechanism of
constraint cloning (Pater 2006, 2008b).

This chapter goes on to develop this version of OT in greagtaildand in greater
generality. It starts with a discussion of the cloning meg$m in §4.2, with a focus on
the question of identifying the constraint to clone. Théw, fearning algorithm is fleshed
out formally in§4.3. The learning algorithm assumes that when learningdpsres, the
surface form of the base of the paradigm is always taken tdsbenderlying form, and
non-surface-true underlying representations are linieaffixes only. This assumption is
explored and motivated if4.4. The use of OT constraints to account for lexical trends
makes predictions about the typology of lexical trends, &h& explores this typology.

Conclusions are offered if4.6.

4.2 Choosing the constraint to clone
The cloning algorithm proposed here is designed to achieeegoals: (a) resolve
inconsistent ranking arguments, allowing the learner ®RED and find a grammar even

when faced with an inconsistent lexicon, and (b) learn a gramthat reflects statistical
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trends in the lexicon and allows the learner to project thies®ls onto novel items. This
section shows how these goals are achieved, first by idemdifyne situations in which
cloning helps the learner find a consistent grammar, andliiesihowing how the choice
of constraint to clone bears on the lexical statistics tledegcoded in the grammar.

Constraint cloning allows the learner to accommodate isisb@nt patterns in the
language they’re exposed to, and learn the relative stneofyjeach pattern. When a
language presents multiple inconsistent patterns, eatthitsi own relative strength, as
seen in chapters 2 and 3, multiple constraints will be clordadsuch a case, the learner
will need a mechanism that allows them to list their lexitams with the various clones in
a way that replicates the relative prevalence of each pattehe data.

This section provides a formal mechanism for achieving g¢fuial by answering two
main questions: Firstly, in what situations does constraeioning help with finding a
consistent grammar for the language? And secondly, in whatens is the choice of
constraint to clone crucial? It will turn out that dependmgthe data that is available to
the learner, the choice of constraint to clone can beconeadmor cease to be crucial. This
in turn will mean that cloning is always relative to avaitdnguage data, and that as more

data becomes available, decisions about cloning will bensidered.

4.2.1 Minimal conflict

Constraint cloning is a solution for inconsistency. Retadit inconsistecy is found by
the Recursive Constraint Demotion algorithm (RCD, Tesangofnsky 1998, 2000; Tesar
1998; Prince 2002), which takes a Support, i.e. a set of wiluser pairs, and tries to use
it to discover a grammar. The RCD operates by finding colurhasdontain at least one
W and no L’s in them, and “installing” them, meaning that anpner-loser pairs that get
a W from the installed constraints are removed from the Suppbe constraints are then
added beneath any previously installed constraints. Wh#reavinner-loser pairs are thus

removed, any remaining constraints are added to the granam&RCD concludes.
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There is no guarantee, of course, that RCD will manage talirsi the constraints
and empty out the Support. When there is no column availdlalehtas no L's in it, RCD
will give up, or stall. In some cases, such as the trivial @tipetical) example in (137),
cloning will not help. The intended winner is harmonicallgumded, i.e. no constraint
prefers it over the loser, indicating that something elsatwaong: The learner made a

wrong assumption about some underlying representatiomstance'

(137)

a. winner> loser L

Cloning the constraint in (137) wouldn’t help, since makiwg clones of the constraint
would still leave the intended winner without any constréat prefers it over the intended

loser. Having both W’s and L’s in a column won'’t help eithes,ia the minimal situation

in (138).
(138)
C
a. winnerl- loserl w
b. winner2>- loser2 L

Cloning the constraint in (138), listing winnerl with oneoré and winner2 with

another clone, would allow the installation of one clonenoging the first winner-loser

1A harmonically bounded winner can also be unbounded by gdaliconstraint that prefers the winner
to the loser. Here | assume that a fixed, Universal set of caings is always available to the learner, so there
is no mechanism for adding constraints as needed beyonthgloS8ee, howevef4.5.3 for an example of
subcategorizing constraints to affixes.
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pair from the Support, but leaving winner2 in the same sibumaas in (137). Winner2 has
no constraint that prefers it to the intended loser, i.es ihdrmonically bounded, so no
grammar can help it.

Just one constraint, then, in and by itself, can never leddiitbul constraint cloning.
The minimal inconsistent scenario that can be helped byirpinvolves two conflicting

constraints, as in (139).

(139)
C1l C2
a. winnerl- loserl W L
b. winner2- loser2 L W

From this minimal scenario, cloning either constraint wdlve the inconsistency. The
result of cloning C1 is in (140). One clone of C1 is listed waththe items that it assigns
a W to, in this case winnerl, and the other clone is listed alitthe items that C1 assigns

an L to, in this case winner2.

(140)
C:]-Winnerl C2 C:]-Winnerz
a. winnerl- loserl W L
b. winner2- loser2 W L

When RCD is applied to (140), Gikner1 gets installed first, and the first winner-loser
pair is removed from the Support. The column of C2 is left withany L's in it, so
C2 is installed, and the second winner-loser pair is removite remaining constraint,

Clyinner2, is added at the bottom, and the resulting grammar ig.fek > C2>> Clyinnerz
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Equivalently, C2 could have been chosen for cloning, with tsulting grammar being
C2inner2 > C1 > C2imer1- These two grammars are both fully consistent, and both
successfully resolve the inconsistency by putting winrem@l winner2 in two different
“bins”. Assuming that each of winnerl and winner2 representimber of lexical items,
successfully separating them and making their relativebersaccessible to the learner

will make the lexical trend available, no matter which of G132 is chosen for cloning.

4.2.2 Two independent conflicts

More complex situations arise when the language has two oe fegical trends in it,
which leads to two or more conflicts that need to be resolveddnying. | examine these
situations below.

Completely independent trends, as in (141), present ndectyd to the learner. They
are simply two instances of a minimal conflict, as in (139)orihg any of the constraints
will solve one conflict, which in turn will only leave two commaints available for cloning,

and cloning either of those will solve the other conflict. 38 shown below.

(141)
C1 c2 C3 C4
a. winnerl- loserl W L
b. winner2>- loser2 L w
c. winner3>- loser3 w L
d. winner4s> loser4 L wW

If C1 is chosen for cloning first, Ghners Will be installed, which will then allow C2
to be installed. The first two winner-loser pairs will be rerad from the Support, which

leaves Clinner2 ready for installation. Now the situation with C3 and C4 idueed to a
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simple minimal conflict, which can be resolved by clonindneitconstraint. If C3 is then

chosen for cloning, the resulting grammar would be the or{@42).

(142) C:lwinnerl > C2 > C:I-WinnerZ

> C3winner3 > C4> C?’\/\/inner4
If C3is chosen for cloning first, and then C1 is chosen, thengnar is slightly different:

(143) C3\/inner3 > C4>> CaNinner4

> Clyinners > C2 > Clyjinner2

Since the learner has no evidence for assuming that C1 andt@adt with C3 and
C4, they should be equally happy with the grammars in (148)&43). If evidence comes
along later about an interaction between the pairs of caimssr, that might have an effect
on the choice of constraints to clone the next time RCD is run.

When dealing with minimal conflicts, as seen in (139) and {Btibve, the choice of
the constraint to clone is free. Such a situation was seéR./6, where in Turkish post-
vocalic dorsals and post-sonorant dorsals were formingseyparate trends, governed by
separate constraints. Each conflict is defined by a pair ¢ftcaints, and there is no overlap

in the constraints.

4.2.3 Overlapping conflicts

In real languages, conflicting ranking arguments can operivo different lexical
trends can be defined using just three constraints, with onsti@aint serving as the pivot
for both trends. This is the situation in Turkish, where sfiamal coronal and palatal stops
both have a trend of voicing intervocalically, i.@ENT(voice) is serving as the pivot for
both *VtV and *V{fV (see§2.4.2). A situation like this is shown in (144), where theape

forms and constraints are abstracted from.
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(144)

Ci C2 C3
a. winnerl- loserl w L
b. winner2>- loser2 L w
c. winner3> loser3 L w
d. winner4> loser4 w L

In this situation, the choice of constraint to clone beconrasial for extracting lexical
trends from the data correctly. To see this, consider whapéas if the speaker wrongly

chooses to clone C2, as show in (145).

(145)
c1 | Clumer | Clumes | C3
a. winnerl- loserl W L
b. winner2>- loser2 L W
c. winner3>- loser3 L w
d. winner4s> loser4 w L

The Support in (145) allows the speaker to install,&r2.winners @nd then remove the
second and fourth winner-loser pairs. Then, C1 and C3 wilinselled, removing the

other two winner-loser pairs. The resulting grammar is the io (146).

(146) C2vinner2,winner4>> Cl, C3>> C2Winnerl,winnerS
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While this grammar will correctly derive listed words, itlgrextracted one lexical
trend where the data presented two. The ranking argume(itd4n show that winnerl and
winner2 form one trend, while winner3 and winner4 form aeatiéint trend. The grammar
in (146) collapsed the two trends, putting winnerl and wiBme one bin, and winner2 and
winner4 in another bin.

In Turkish, for instance, cloningpENT(voice) instead of either *VtV or *{V would
put t-final and ¢f-final nouns in the same bin, causing the speaker to assigsaime
likelihood of voicing to a novel item with a fingt] and a novel item with a findlf]. Actual
speakers don't that, but rather prefer alternations Wifmal novel nouns, reflecting the
lexical statistics§2.3).

When there are multiple constraints to clone, as in (144) léarner must choose the
constraint that has the smallest number of W’s and L’s inatammn. Choosing the column
with the minimal number of W’s and L’s is not an arbitrary ot it is the way to ensure
that a minimal number of lexical items are identified as a p&d lexical trend, leaving
other lexical items to the care of other trends or to the @gglammar.

In (144), C1 and C3 are each equally eligible for cloninghvétnon-empty cells each
in their respective columns, compared with the 4 non-emplig ©of C2. Choosing either
C1 or C3 for cloning would produce the intended result, whbkeespeaker identifies the
two lexical trends that are in the data. If C1 is chosen, tlaenker can install Glinert
and remove the first winner-loser pair from the Support. Téw Support, with the first

winner-loser pair crossed out, is shown in (147).
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(147)

C:I-Winnerl C:I-Winnerz C2 C3
a. winnerk—losert WA/ =
b. winner2>- loser2 L W
c. winner3>- loser3 L w
d. winner4s> loser4 W L

Cloning C1 left a Support that is still inconsistent, as tbeimns for C2 and C3 still
have both W’'s and L's in them. Looking again for the constrémat has the fewest non-
empty cells in its column, C3 is chosen for cloning, sinceas liewer non-empty cells
than C2. Once C3 is cloned, G3erz is installed, winner3’s winner-loser pair is removed
from the Support, and this allows C2 to be installed. The wiAnser pairs of winner2 and
winner4 are removed, leaving the Support empty, which in keits the remaining Glaner2

and C3iinners be installed, leading to the grammar in (148).

(148) C:l1'vinner1 > CaminnerS > C2 > C:]-\/\/inner2| C3/\/inner4

The two trends are successfully captured by the clones oif@1C8, with C2 serving
as a pivot for both. Cloning C3 first would have resulted in @dimexactly the same
grammar, just with Cgnners > Cluinnerr. Since C1 and C3 don't interact directly, their

relative ranking doesn’t matter.

4.2.4 Interim summary: Choosing the least populated column
To summarize so far: The minimal situation where cloningstiints is a useful tool
for resolving inconsistencies involves two constraingstewith both W’s and L's in their

columns. When the W’s and L's that the two constraints asargrexactly opposite, as in
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(139) or (141), the choice of constraint to clone is inconseial. When conflicts involve
unequal numbers of W’s and L's, as in (144), lexical trendsaarrectly identified only if
the least populated column (i.e. the column with the minimahber of W’s and L's) is
chosen for cloning first.

Choosing the least populated column guarantees that thienalimumber of lexical
items is listed with clones, which in turn guarantees that lrarner makes the finest
distinctions that their Universal constraint set can esgfe

Choosing the least populated column to clone is beneficiatitntifying lexical trends
even when only one trend is involved. Consider the situatiof149), were C1 and C2

make exactly opposite demands on winnerl and winner2, big G2utral with respect to

winner3.
(149)
C1 C2
a. winnerl- loserl w L
b. winner2>- loser2 L W
c. winner3>- loser3 w

If C1 is wrongly chosen for cloning, winnerl and winner3 viaé listed with one clone
of C1, and winner2 will be listed with the other clone. Theuldag grammar would be
Clyinnert, winners>> C2 > Clyinner, Where winnerl and winner3 end up in the same “bin”,
and thus wrongly skew the lexical trend in favor of winnerheTproblem here is that only

winnerl and winner2 are part of the minimal conflict. Winnier8ot a part of the conflict,

2This aspect of learning is analogous to the way the Minimale®alization Learner (Albright & Hayes
2002, 2003, 2006) starts with the finest generalizationritroake, i.e. over single words, and then gradually
expands the scope of generalization. In the learning meginodosed here, there is only one level of
granularity, which is dictated by the constraints in CON.
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and shouldn’'t be made part of it by mis-cloning. If the leaspylated column, that of

C2, is chosen for cloning, only winnerl and winner2 will betéid with its clones, and the
resulting grammar would be G2nero > C1 > C2inmerz- This gives the intended result,
where only winnerl and winner2 are listed with clones, andnei3 remains a nameless
player in the regular grammar.

Correctly choosing a constraint to clone, then, can be afrucisome cases but not
others. In (139), either constraint can be correctly clorimd only one correct option
is available in (149). It is the addition of another winnesér pair that makes the choice
crucial in (149). This means that as the learner is exposeunbte data about their language,
the choice of constraint to clone can change from being &réeing crucial; therefore, the
learner could make decisions about cloning that will turh lo&l wrong as more data is
discovered. To avoid such problems, where an early dectsiases a mistake down the
road, cloning must not be permanent. Constraints are clasatecessary when RCD is
run, and a grammar is reached, but when a new winner-loseispailded to the Support,
RCD makes a fresh start with all the constraints in theirtppres pre-cloned state.

Choosing the least populated column is a necessary conaitie¢loning, but one more
move is needed to clone correctly in cases of trends thah@erieral-specific relationship.

This additional move is explained below.

4.2.5 General-specific relations between trends; masking

When a language presents two lexical trends to the learherfvto trends can be
completely independent, as seen in (141), or they can guesaseen in (144). A third
kind of relationship between trends involves one trendighgbverned by a constraint that

assess a subset of the W’s and L's that another constraggsess as seen in (150).
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(150)

Ci C2 C3
a. winnerl- loserl w w L
b. winner2>- loser2 L L w
c. winner3> loser3 w L
d. winner4> loser4 L w

Cases like this were encountered in Turkigh4.3) and in Hebrewg3.4.3). In Hebrew,
speakers learn that [0] in the final syllable of a noun is mosticicive to selecting the plural
suffix [-ot], and that an [0] in the penultimate syllable isdeso. That is, they learn two
separate trends. The two trends can be captured by a specifitaint that prefers a plural
suffix with [0] in it when adjacent to a stem [0], and a more gaheonstraint that prefers
a plural suffix with [0] no matter how far it is from the [0] oféhlstem. The more specific
constraint, which demands adjacency, can be used to listahes with an [0] in the final
syllable of their stems, leaving the nouns with a non-finhtgdhe care of the more general
constraint. There is no need for the theoretically undbireonstraint that prefers a plural
suffix with [0] only when the stem has an [0] thatist adjacent to the plural suffix.

A simple inspection of (150) reveals that C1 is more spedii@ntC2, since C1 assigns
a proper subset of the W’s and L’s that C2 assigns. The legmilat®d column in (150)
that contains both W’s and L’s is that of C1, so C1 is chosertlaming.

However, simply cloning C1 will not allow the learner to cectly learn the lexical
trends of the language. To see this, consider the resulbofrgd C1, shown in (151), with

the first clone of C1 installed, and the first winner-loser pabssed out.
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(151)

C:I-Winnerl C:I-Winnerz C2 C3
a. winnerk—loesert W W =
b. winner2>- loser2 L L W
c. winner3>- loser3 w L
d. winner4s> loser4 L W

At this point, C2 and C3 are equally eligible for cloning,c@they each have a total of
three W's and Ls. If C2 is chosen for cloning, one of its clemell be listed with winner3,
and the other clone will be listed with winner2 and winnerfie Tesulting grammar would

be the one in (152).

(152) C:lvvinnerl > C2Winner3 > C3> ClwinnerZa C2{Winner2, winner4

The grammar in (152) is not quite right: While it correctliytpwinnerl and winner2 in
two separate bins, it also incorrectly puts winner2 in thee&in with winner4, in effect
allowing winner2 to “double dip” and skew the lexical stéts in its favor. Recall that
each of the winners in (151) represents a class of lexicalstelf winner3 and winner4
each represent a relatively small number of items, and wihrepresents a large number
of items, the learner would learn a trend that is quite défifeifrom the actual trend in the
lexicon.

In the Hebrew case, double-dipping means that nouns witblan fheir final syllable
are learned correctly (pitting 3#t-takers against 12#n-takers), but nouns with a non-final
[0] are not. The more general constraint that prefers a phith [0] no matter where the
stem [o] is will pit 12 ot-takers with a non-final [0] againsil 219 of theim-takers that

have [0] in them, not only against the @8-takers that have a non-final [0]. This means
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that the likelihood obt-taking in the presence of a non-final [o] would be predictetie
12/(12+219) = 5%, whereas the lexical statistics predidtadihood of 12/(12+90) = 12%.

In other words, double-dipping is reducing the likelihoddottaking by more than half.
The experimental results presenteds$i3 are not as conclusive as one could hope for,
but they suggest that lexical statistics are learned ctyr@dthout the skewing created by
double-dipping.

To learn lexical statistics correctly, the learner has &vpnt lexical items from double-
dipping. This is achieved by “masking” the extra W’s and ktisrh any general constraints,
where masking a W or an L means that it is ignored for the p@pos$cloning. Formally,
what the learner does is first clone a constraint and list&xiems with it; then, the learner
identifies constraints that assign a superset of the W’s @naf the cloned constraint, and
remove W’'s and L's from the superset constraints, such thatal items that were just
listed with the specific constraint are protected from aepoffsting. This is shown in
(153), where the L that C2 assigns to winner2 is masked in tjpp&t. The W that C2
assigns to winnerl is also masked, even though that W wilbime gnyway when Glaner

is installed and the winner-loser pair is removed.

(153)
Cluinnert | Clwinner2 C2 C3
a. -winerk—loserl W @ =
b. winner2- loser2 L ®) W
c. winner3>- loser3 W L
d. winner4> loser4 L w
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After general W’'s and L's were masked from the Support, C2 @8 the least
populated column. When C2 is cloned, winner3 and winnerdlisred with its clones,

leading to the grammar in (154).

(154) C:lvvinnerl > C2Winner3 > C3 > ClwinnerZa C2Ninner4

This grammar successfully captures the two trends in thee dath each class of lexical

items listed with only one clone of one constraint.

4.2.6 Remaining questions

The least populated column metric, augmented by the maskiaghanism for
preventing double-dipping, were shown to be sufficient torectly learning lexical trends.
The examples shown so far involved conflicts between paicep$traints. These abstract
examples correspond to the scenarios seen in actual laggiraghapters 2 and 3 and in
the rest of this chapter. It is possible, however, that alsitexical trend could involve a
conflict between more than two constraints. While such casesot currently known in
human languages, they are explored below for the sake of letemess.

The simplest form of constraint conflict involves two coasits, but a single conflict
can involve any number of constraints. The tableau in (1863trates a conflict that
involves four constraints (cf. Pater 2008a for a similamse®). While no constraint can
be installed in this scenario without cloning, cloning ameaf the constraints will solve

the inconsistency.

159



(155)

Ci C2 C3 C4
a. winnerl- loserl w L
b. winner2>- loser2 w L
c. winner3> loser3 w L
d. winner4> loser4 L wW

Cloning C3, for instance, and listing winner2 and winner&wits clones, will lead to
the grammar Cgnners > C4 > C1 > C2, C3iinnere. If a different constraint is chosen for
cloning, different lexical items will be made part of a lexicrend. For example, if C1 is
cloned, winnerl and winner4 will be made part of the lexicaht. In other words, cloning
any one of the constraints in (155) will resolve the conflmif different predictions are
made about the lexical trend involved.

A scenario similar to the one in (155) is in (156), where a mgnflict involves three

constraints, and cloning any of the three would solve thensistency.

(156)
c1 c2 C3

a. winnerl~- loserl W L L
b. winner2- loser2 L W W
c. winner3> loser3 W W L
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Cloning C1, for example, would make winnerl and winner3etistvith one of its
clones, and installing that clone would leave only the sdcaimner-loser pair in the
Support. This would allow C2 and C3 to be installed. The tasglgrammar would be
Clyinnert, winners>> C2, C3>> Clyinner- If, however, C2 is cloned, winner2 and winner3 are
now forming a class of items that gets listed with a clonepavally leading to the grammar
C2yinner2, winner3>> C1>> C3, Gyinners- We see again that choosing any one of the constraints
to clone solves the inconsistency, but the resulting léxieads are different: Cloning C1
puts winnerl and winner3 in the same bin, while cloning CZ punhner2 and winner3 in
the same bin. Since it is not known whether natural langupgaduce situations such as

the one in (155) or the one in (156), it is not known whethes thia problem.

4.3 The cloning algorithm

The previous section presented the basic mechanics ohgpfacusing on the choice
of constraint to clone. This section adds in the detailssgméing an algorithm for learning
an OT grammar that incorporates cloned constraints. Theritign is based on the
Recursive Constraint Demotion Algorithm (RCD, Tesar & Semslky 1998, 2000; Tesar
1998; Prince 2002), augmented with a mechanism for Inctargiy Resolution that is
based on Pater (2006, 2008b).

The learner’s goal in the proposed model is to discover tlomplogical realization of
the morphological categories in their language. The mdaggical structure, including its
meaning and any associated hierarchical structure is tagsnto be given. The learner
needs to discover the phonological underlying representatf the various morphemes
and the phonological processes that take place as theséemogg are combined to make
words, even if these phonological processes apply to someheames and not others.

This section starts by presenting the original RCD§#h3.1, and then adding the

cloning mechanism for resolving inconsistency4#3.2. The properties of the new object
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introduced, the clone, are discussed and formaliz€d.i.3. The application of a grammar
that has cloned constraints in it is discusseglir8.4.

The Cloning RCD operates on a Support, which contains thiegskof linguistic
objects: winners, underlying forms, and losers. Of thesdy the winners are directly
observable surface forms. Underlying forms and losers rnegtrovided by a separate
mechanism, angt4.3.1-4.3.4 presuppose that the underlying forms anddaamer given.
In the remaining two sections, some ideas for creating uyidgrforms and losers are
explored. The search of underlying forms is taken o$4ir3.5, and the generation of losers

is touched on ir44.3.6.

4.3.1 Background: RCD

RCD is an algorithm for learning a grammar, given a set of ers&l constraints and
a prepared table of winner-loser pairsThis table is also called the Support in Tesar &
Prince (2006). In each winner-loser pair, the winner is &serform of the adult language
that the learner is exposed to, and the loser is some othat foovided by the learner or
the analyst, that the winner is compared to. In each pairassumed that the winner and
the loser are derived from a single underlying represemtatlso provided by the learner
or the analyst.

A winner-loser pair, then, is prepared by taking each oufpun of the language,
assigning an underlying form and a loser to it, and comparow the winner and the loser
fare on the set of universal constraints. A sample winnerlasdr are shown in (157),
where the winner is the surface forfaif-i], and the analyst provided the underlying form

/atf + i/ and the lose¥[ads-i].

3Tesar & Smolensky (1998, 2000) define their version of RCDpterate on mark-data pairs. These were
later replaced by winner-loser pairs, which abstract frasmumber of violation marks to a simple binary
distinction (Prince 2002 et seq.)
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(157)

Jaf + i/ || IDENT(voice} *V Vv ONSET
a.0 aff-i * *
b. ad-i *1 *

When the winner and the loser in (157) are made into a wirnmsgrlpair, as in (158),
the number of violation marks in each column is comparedh(feri2002). A “winner-
favoring” constraint, or a constraint that assigns mordation marks to the loser than to
the winner, assigns a W to the pair. Similarly, a “loser-favg” constraint is one that
assigns more violations to the winner than it does to ther|@sel this is marked by an L.
A constraint that assigns the same number of violationsdaviihner and to the loser, like

ONSET in this example, leaves an empty cell in (158).

(158)

IDENT(VOice);; *V TV ONSET

a. aff-i - ads-i W L

Once the Support is ready, even with just one winner-losey @ain (158), RCD can
run on it. RCD produces a stratified hierarchy of the constsaby finding constraints
that have at least one W and no Ls in their column, and “itis@il them. Installing
constraints means that they are added to the constrairartisr below any previously
installed constraints, and any winner-loser pairs theygasg/’'s to are removed from
the Support. RCD is done when the Support is emptied out, agdcanstraints that
were left over are installed at the bottom of the hierarchmy(158), RCD first identifies
IDENT(Voice),; as a constraint that has at least one W and no L's in its colanuhjnstalls

it. This removes the single winner-loser pair in the SupEwrRCD can finish by installing
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*V{fV and ONSET below IDENT(voice),;. The resulting grammar iDENT(voice),; >
*\/ fV, ONSET.

RCD is described formally in (159). It starts with a Suppartg finds all the constraints
that are ready to install (159a). It finds the winner-losergpthat these constraints assign
a W to, removes these winner-loser pairs from the Suppo@t{dp adds these constraints
to the developing constraint hierarchy (159b-ii), and reesothese constraints from the
Support (159b-iii). Once the Support is empty, any remgmanstraints are added to the

hierarchy, and RCD is done.

(159) RCD Algorithm (after Tesar & Smolensky 1998, 2000)
Given a Supporfb,
Given a set of constraints i}, not-yet-ranked constraints
H := a new constraint hierarchy.

While S is not empty, repeat:
a. current-stratum= all the constraints imot-yet-ranked constrainthat have
at least one W and no L's in their column ¢h
b. If current-stratum# 0,
i. remove winner-loser pairs that are assigned a W by anyt@nsin
current-stratum
ii. putcurrent-stratumas the next stratum iff, and

lii. removecurrent-stratunfrom not-yet-ranked constraints

Putnot-yet-ranked constraintss the next stratum ify.

ReturnH.

RCD is guaranteed to find a ranking of the constraints in arg&gpport if the data in
the Support was created from some ranking of the constréietar & Smolensky 2000,
p. 109). If, however, the language data does not come fromgdesianking, RCD is not

guaranteed to find a ranking. This is shown with the fragméfuokish in (160), where
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the first winner-loser pair was created by the gramnm@nIT(voice),; > *V [V, and the

second winner-loser pair was created by the opposite rgnkin

(160)
*VV IDENT(VOiCe);
a. aff-i > ad-i L w
b. tad-i >~ tatf-i w L

Given the Supportin (160), RCD will not be able to find a caastirthat has at least one
W and no L’s in its column. With no constraints to install, tBepport cannot be emptied
out, and RCD stalls. In situations like these, constraimicig can potentially let RCD find

a grammar, as explained in the next section.

4.3.2 Cloning RCD

Constraint cloning (Pater 2006, 2008b) is a mechanism falirfqma grammar given
inconsistent language data. Cloning attempts to find a g@nbyduplicating an existing
constraint, and making each copy of the original constrapptiicable to a subset of the
lexical items that appear in the Support. In the simplest,caach winner-loser pair in the
Support contains a unique lexical item, but this assumpsiarot necessary for successful
cloning.

The result of cloning *\V in (160) is shown in (161). There are now two clones of
*V {fV, and each one has a limited domain: One clone has the letéoatayf in its domain,
and other clone haaif.* Additionally, each item in the domain of a clone is annotédted
the constraints that are the source of the conflict, in thi® cCBENT(vVoice),;. For more

about the need to annotate the domains with conflictors;ades.

4The lexical item both winners share, the possessive susfealt with separately, see below.
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(161)
*\V q‘v(taq,lDENTg;L) | DENT(VOICG)ﬂ *V q‘v(athDENTgﬂ

a. tadk-i > tatf-i w L

b. aff-i - ad-i w L

Once *WV is cloned, RCD can apply to the Support exactly as describgd59):
First, *VfV ay,10entvoice),,) 1S Installed, and the first winner-loser pair is removed from
the Support. Then,DENT(voice),; is installed, and the second winner-loser pair is
removed. With the Support emptied out, RCD is done, and thestcaint that was
left over, *V{V a1 ientvoice), ). 1S added at the bottom of the hierarchy. The resulting
stratified constraint hierarchy, or the grammar, isf"Way,i0ent(voice),) ~> |DENT(VOICE);1
> *V AV (taf, ibent(voice)s) -

The Cloning RCD Algorithm takes a Support and returns a iigdt constraint
hierarchy, just like the original RCD as given in (159). Thiiing RCD differs by
potentially returning a hierarchy in which some constsare cloned.

The cloning RCD is described formally in (162). It is idemti¢o the original RCD
in its installation procedure (162a,b). Cloning is trigegtby a non-empty Support that
has no constraints available for installing (162c). Theoathm chooses a constraint to
clone by considering relevant candidates. Candidateddairg are constraints that have
at least one W in their column (162c-i). Naturally, candegafor cloning also have at
least one L in their column, since if there were any constsathat had at least one W
and no L's in their column, they could have been installe@atly, without cloning. Of
the candidates for cloning, constraints that have the sstaibtal of W’s and L’s in their
column are preferred (162c-ii). If multiple constraints tor the fewest W’s and L's, one
of them is chosen at random (162c-iii). Then, the cloningreutine (described in 163

and 167 below) is called, which takes the current Supporttheaonstraint to clone, and
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returns a new Support (162c-iv). Once a constraint is clpR&D continues its attempt to

install constraints and empty out the Support.

(162) Cloning RCD Algorithm
Given a Supporb,
not-yet-ranked constraints- a set of constraints if.
H := a new constraint hierarchy.

While S is not empty, repeat:

a. current-stratum= all the constraints imot-yet-ranked constrainthat have

at least one W and no L's in their column ¢h
b. If current-stratum# 0,
i. remove winner-loser pairs that are assigned a W from angtcaint in
current-stratum
ii. putcurrent-stratumas the next stratum iff, and
iii. removecurrent-stratunfrom not-yet-ranked constraints
c. If current-stratum= 0,
i. cloning-candidates= the constraints imot-yet-ranked constrainthat
have at least one W in their column
ii. cloning-candidates= min(W+L, cloning-candidates
lii. cloning-candidate= some constraint’ € cloning-candidates
iv. S:=clongs,C)

Putnot-yet-ranked constraintss the next stratum ify.

ReturnH.

5The functionmin takes a set of constraints in a Support and a type of objeauatcand returns the
subset of constraints that have the smallest number of fleetdb count. In this casenin counts non-empty
cells (i.e. W’'s and L's).
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The cloning subroutine in described formally in (163). lars$ by identifying
constraints that are more general than the constraint teedb63a). This is done because
W'’s and Ls from general constraints will have to be maskaddescribed ir84.2.5. Two
clones are made, one to collect winners that are assigned ya telkconstraint to clone,
and one for winners that are assigned an L (163b). Each cksamiply a copy of the
original constraint, i.e. it is the same function from limgfic objects to violation marks.
Once copied, the clones are given the empty set as their dqiié3c), which means that
they no longer assign violation marks to any linguistic chjdhe clones are added to the
Support (163d), and since their domains are empty, theimaos don’t have any W'’s or
L's in them. Now, winners that get W’'s or L's from the originabnstraints are divided
between the clones. As the algorithm is stated here, theenkioiner is put in the domain
of a clone, rather than some morpheme(s) inside it. The direding the morphemes that
are responsible for the conflicting ranking arguments isudised ir§4.3.3 below. Starting
with winners that the original constraint assigns a W to €)68ach winner is added to the
domain of the W-collecting clone (163e-i), which causesWhkeollecting clone to assign
a W to the winner. Each winner is also annotated with a reterén the constraint(s) that
caused the conflict, i.e. the constraint(s) that assign amthe winner (163e-ii). Finally,
if there are more general constraints that assign W’s to itheev, those W’s are masked
from the Support, as explained §4.2.5. The same procedure applies to the winners that
the original constraint assigns an L to (163f), but with th&s\Ahd L's switched around.
After the clones are properly created, the original comstia removed from the Support

(1639).

(163) Cloning subroutine (preliminary version, see final version in (167))

Given a support and a constraint to clong € S,

a. general constraints= constraints that assign a superset of the W’'s and L’s

thatC' assigns.
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b. Create two constraints;,, andC',, such that for any linguistic objeat C'(x)
= Cu(z) = C ().

c. Make() the domain ofC,, andC|.

d. AddC, andC toS.

e. Foreach winneoptthatC assigns a W to,

i. conflictors:= the constraints it% that assign an L topt
ii. Add (opt, conflictorg to the domain of”,

lii. Mask any W's thatgeneral constraintassign toopt
f. For each winneoptthatC assigns an L to,

i. conflictors:= the constraints iy that assign a W topt
ii. Add (opt, conflictors to the domain of”,

lii. Mask any L's thatgeneral constraintassign toopt
g. DeleteC.

h. ReturnsS.

Like the original RCD, the Cloning RCD is not guaranteed tgpgnout the Support
and produce a stratified constraint hierarchy. For exantpéepresence of a harmonically
bounded winner will prevent the algorithm from finding a graar, and no cloning will
help with that, as seen in (137) and (138). Tesar & SmolengRQ{) prove that the
original RCD is guaranteed to find a grammar given data thatpwaduced by a consistent
grammar. It is likely that the cloning RCD has the same caowlifor success, but a
general formulation of the kinds of Supports that the CIgriRCD will be able to process

completely is a matter for future research.

4.3.3 The domain of cloned constraints
The Cloning RCD was defined in (162) to apply to any Support,itbowas designed

with a more specific goal in mind. The case studies in chaptarsd 3 explored speakers’
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ability to learn a morphological category (the plural in Hal, the possessive in Turkish)
whose phonological expression involved partially unpetadle behavior, and also project
the partial predictability onto novel items. For exampl&uakish{f-final noun can keep the
voicelesdtf] in the possessive, or it can alternate with the voieg The choice between
the voiceless and the alternating stop is partially predbiet given the size of the noun:
Among the existingf-final nouns of Turkish, the alternators are a minority amtmng
mono-syllabic nouns, and a majority among the poly-sydaimuns. Speakers replicate
this difference in novel nouns, choosing alternating stojse often with poly-syllables
than with mono-syllables.

To achieve speakers’ ability to replicate lexical tren@sjdal items are added to the
domain of clones, based on each item’s behavior with regpeice clone. Since the clones
assess the morpho-phonological properties of lexicaldtenfollows from (162) that the
domains of clones contain lexical items that share morgimplogical properties. Once
these domains are set up, they give speakers access tadiieerptevalence of each pattern
in the lexicon, allowing them to project this relative priarece onto novel items.

The point to develop here is the exact nature of the domailookd constraints. Given
two winners that require opposite constraint rankings,late are put in the domains of
two different clones, it is not a logical necessity to addéhére winner to the domain of
the clone. It could be that some part of the winner, e.g. itd,ns put in the domain of
the clone. A related question is about the ability of a clanadsess violations: If a clone
of *V {fV has the bi-morphemic forrftak-i] ‘crown.POSSESSIVEInN its domain, how does
it treat a form that has just one of the two morphemes, suchealdmophonougad-i]
‘crown.ACCUSATIVE'? And what happens if an additional morpheme intervenewdye
the root and the possessive suffix, e[tuk-i-ni] ‘Crown.POSSESSIVEACCUSATIVE'?
These questions are addressed in this section.

The answer | offer is that when the Cloning RCD adds a polypghemic word to the

domain of a clone, it separates the word into its immediatepiaogical constituents,
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i.e. the morphologically outermost affix and its stem. Thire, Cloning RCD adds an
ordered triplet to the domain of the clone, which consistshef stem, the category of
the outermost affix, and the conflicting constraints. Fomgxa, given the forntad-i
‘crown.POSSESSIVE the ordered triplet will consist of the rogtatf/, the morphological
category POSSESSIVE, and any relevant constraints.

Effectively, this decomposition of the form allows the speato learn two things about
the grammar of their language, simultaneously: The spda&sats a fact about the behavior
of the root/tatf/, and a fact about the possessive affix. Each of these factaftaence the
speaker’s treatment of novel words. To see how, considdrdagenent of Turkish in (164),
taken from TELL (Inkelas et al. 2000), wheaenaf andanalf behave consistently in the
possessive and in the accusative, but the final st@vaf is voiced in the possessive and

voiceless in the accusative.

(164) Bare noun Possessive Accusative
a. amy amak-i amak-i ‘goal’
b. and anaf-i anaf-i ‘female cub’
c. avuf avuk-u avuf-u fist’

Making a Support from (164) yields (165), and running therftig RCD on it yields

the grammar in (166).
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(165)

*VV IDENT(VOice)
a. anaff-iposs> anak-iposs L W
b. anatf-ixcc > anak-iacc L w
C. amad-iposs> amMd-iposs W L
d. amad-ipcc - amadf-iacc w L
€. avudg-Uposs> aVUf-Uposs W L
f. avutf-uscc = aVUE-Uncc L W

(166) *thV (amaf,POSSIDENT(voIiCE)) > | DENT(VOiCG) > *V qV (anaf,PoSSIDENT(voIiCE))
(amaf,Acc,|DENT(voice)) (anaf,Acc,IDENT(voice))
(avuf,pOSsIDENT(voICe)) (avuf,Acc,IDENT(voice))

This grammar allows the speaker to correctly demeaf, anaf and avuy in the
accusative and in the possessive, since the behavior & thiess is listed in the grammar.
Additionally, it allows the speaker to project the lexicadrids onto novel nouns. Given a
tf-final noun, and asked to derive its possessive form, thekspéas access to the number
of possessive forms that are listed with the high-rankiogelof *VifV and with the low-
ranking clone of *\{fV (in this case, two and one, respectively), and they careptahese
relative numbers onto the novel possessive form. Simif@rmnation is available for the
accusative form: Of the three listed accusative forms, ersted with the high-ranking
clone and two are listed with the low-ranking clone.

In the traditional generative analysis of Turkish (Inkefa®rgun 1995; Inkelas et al.
1997), the behavior of each noun is expected to be consiateass the various vowel-
initial suffixes of the language, because the behavior ohthe’s final stop is encoded in

its underlying representation. Note that it is not the case the possessive is inherently
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more likely than the accusative to cause inter-vocalic imgicor vice versa: In addition
to nouns likeavuyf, which voice in the possessive but not in the accusativeetaee also
roots that voice in the accusative but not in the possessind, akukuf ‘stone (of a fruit)’,
possessiv&ukuj-u, accusativékukug-u.

In the current proposal, the learner is free to learn the aehaf each root and affix
combination separately if they have observed this behawitire ambient language. They
are not forced to assign a single behavior to each root. Tdreée is biased, however, to
assign consistent behavior to nouns across affixes, assdesting4.3.4. If some noun has
been observed with a voiceless stop with one or more affikissjkely to have a voiceless
stop in forms of the noun that the learner hasn’t observedifyatnoun has been observed
to alternate with some affixes and not to alternate with athtbe speaker is free to choose
either behavior with forms of the noun that they haven't obsé yet.

The final version of the cloning subroutine of the Cloning REIorithm is given in
(167) below. It differs from (163) in the kind of object that added to the domain of a
clone. Rather than adding an ordered pair of a winner andictingl constraints, (167)
defines an ordered triplet of a stem, an affix and a set of c@infliconstraints. If the
winner is mono-morphemic, it is defined as the stem, and tfve sibt remains empty
(167e). If the winner is poly-morphemic, it is decomposdd its immediate constituents,
i.e. the outermost affix and the stem that it attaches to. Tiermost affix refers to the
highest affix in a morphological tree structure, or in a dainal model, the last affix in a

derivation.

(167) Cloning subroutine (final version)

Given a supporfb and a constraint to clon€ € S,

a. general constraints= constraints that assign a superset of the W’'s and L’s

thatC' assigns.

b. C\ :=C_ :=aconstraint such that for any C(z) = C\(z) = C ().
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c. Make() the domain ofC,, andC|.

d. AddC,, andC, toS.

e. For each winneoptthatC assigns a W to,
i. If optis morphologically complex,

e Opt, := the outermost affix ipt

e Optsrey := the stem obpt,e.

Else,
o Optyr := null.
e Optsrey :=Opt

il. conflictors:= the constraints ity that assign an L topt

iii. Add (optsrey, Optare, conflictorg to the domain of”,

iv. Mask any W’s thaggeneral constraintassign taopt

f. For each winneoptthatC assigns an L to,

i. If optis morphologically complex,

e Opt, := the outermost affix impt

e Optsrey := the stem obpt,e.

Else,

o Opty := null.

e Optsrey :=Opt
ii. conflictors:= the constraints ity that assign a W topt
iii. Add (optsrey, Optare, conflictorg to the domain of”,
iv. Mask any L's thageneral constraintassign toopt.

g. DeleteC.

h. ReturnsS.

174



The decomposition of winners into theirimmediate constits gives the learner access
to lexical information about stems, affixes, and the comstigonflicts that they involve.
This allows the learner to project their grammar onto coratiams of stems and affixes
that they haven’t seen before, such as a known stem and a lafbwthat were previously

only observed separately, or a novel stem with a known affix, e

4.3.4 Applying a grammar with cloned constraints

The grammar in (168) below is repeated from (166), with theitawh of the dative
form of anaff. It allows *V{fV to rank either above or belowpENT(voice). In any given
derivation that uses (168), only one ranking is chosen,sgtahmmar is categorical for any
given derivation. The choice of ranking, however, depenushe input to the derivation
and how well it matches the items listed in the grammar, sahwéce of ranking can be

probabilistic in some cases and categorical in others.

(168) *qu<amaj,PosleENT(voice)) > |DENT(V0iC€) >V ﬂV andf,PoSsIDENT(voice))

(
(amaf,Acc,|DENT(voice)) (anaf,Acc,IDENT(voice))
(avuf,POSSIDENT(VOICE)) (anaf,DAT,IDENT(vOICE))

(avuf,Acc,IDENT(voice))

Given the grammar in (168), the ranking betweenf¥f/and IDENT(voice) in any single
derivation depends on how well the input to the derivatioriam@s the domains of the
clones of *WV. If the matching is complete, the choice of ranking is categal. If the
matching is partial, the choice is potentially stochastic.

If the speaker wishes to reuse a form that they have hearddysfach as the possessive
form of ama(f, they will find an exact match for it in the high-ranking clomie'V V. Using
the grammar *\fV > IDENT(voice), the outcome can only laenag-i. In this case, then,
the choice of ranking is categorical.

Given a novelf-final root, however, and asked to derive its possessive,ftrare is

no single listing in the grammar that matches the outcomtegity. There are, however,

8For a comparison with other probabilistic approaches in€@;4.3.7.
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three listed possessive forms. Since two of the listed [@s8ses are in the high-ranking
clone, and one is in the low-ranking clone, the speaker isa\as likely to derive the novel
root using the high-ranking clone, i.e. the effect of thengmaar in (168) is stochastic when
deriving a possessive form of a novel root. Deriving thewdsftborm of the same novel root
would be categorical, with a single listing of a dative on lhe-ranking clone.

The effect of the grammar in (168) is not necessarily caiegbwith a new combina-
tion of known morphemes. If the speaker wished to derive #ievel form ofanatf, they
will find two matches for the roatnag in the low-ranking clone of *{V, and one match
for the dative in the same low-ranking clone. So the dativefof analf is guaranteed to be
derived using the low-ranking clone. The dative fornaofaf, however, presents a conflict:
There are two listings for the roatnaj with the high-ranking clone, and one listing for the
dative with the low-ranking clone. The speaker will have tigh both factors in making
their decision. It is not necessarily the case that rootsadiicks have the same weight in
determining the outcome of the grammar, since for any gieenlnation of root and affix,
it is likely that there will be many more listings for the affixan for the root, but it is not
clear that in real languages, the affix generally prevaiich cases. The current proposal
limits itself to pointing out that a grammar like the one ir68) can potentially generate a
stochastic outcome given a new combination of two known inempes.

A separate question about the application of a grammar Watied constraints has to
do with the scope of the clone over a phonological form thatrhaltiple morphemes in it.
The final voiceless stop of the romtut, for instance, becomes voiced in the possessive, but
it surfaces faithfully in the accusative (164, 168). Thistrcan combine with both affixes to

make the formavug-u-nu‘fist.PossAcc’,” with the possessive followed by the accusative

"The morphological affiliation of the that appears between the affixes is unclear. ndappears in
Turkish whenever a third person possessive suffix is foltblye a case suffix. Since thisalso appears
before consonant-initial case suffixes, it is not there panea hiatus.
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(the opposite order is ill-formed in Turkish). Unsurprigip the possessive affix, which is
closer to the root, prevails.

The local effect of lexically-specific behavior is discusday Pater (2008b), who
suggests that a locality condition be built into the defomtiof a lexically-specific
constraint: A markedness constraint assesses a violatipniiothe marked structure
it specifies contains a phonological exponent of an excegatimorpheme that's in the
domain of the constraint. This is a representational ampraa locality. The alternative
that | would like to suggest here is the derivational appnaaclocality, as suggested by
Wolf (2008b), based on a derivational model of Optimalityedhy (OT-CC, McCarthy
2007a). If the formavug-u-nuis derived by first combiningvuy with the possessive, then
the final stop will become voiced, following the specificatio (168). In the next step of
the derivation, the addition of the accusative no longeate®a derived environment for
the markedness constraint §V, so despite the fact that the combination of the raaiyf
and the accusative suffix is specified as one that blockswaialic voicing, the root-final
stop cannot be turned voiceless again. However, as pointedyoPater (in preparation),
it is not yet known how to make derivational models of OT cotifpa with constraint
demotion algorithms of the type used here. A full integnatd the derivational approach

to locality will require additional research.

4.3.5 Searching for the UR of affixes

The discussion i§4.3 has so far presupposed the existence of a Support thairoedh
observed forms of the language as winners, and in additradenlying representations and
losers that were supplied by the analyst. The languagedeaiti have to provide their
own underlying representations and losers, of course. Sduson offers a mechanism for
discovering the UR'’s that the learner needs, while stiluasgag that losers are provided

by the analyst.
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A fully general mechanism for finding underlying represéintas algorithmically is
yet to be proposed, although significant headway way madeebgrT{2006), Merchant
(2008), and in parallel lines of work, also by Boersma (2081 Apoussidou (2007) and
by Jarosz (2006). A central component of the current prdpss$lae assumption that roots
are always surface-true, so the search for non-surfaeddrms is limited to affixes. Since
cross-linguistically, affixes are small in size and in numé@mpared to roots, the search
for their UR’s is likely to produce manageable results irlistia cases.

The algorithm starts with a given affix, such as the possessifix in Turkish, and
a set of stems that combine with it. In this situation, theighthbe a lexically-specific
phonological process involved, also known as a lexicaldreBach affix defines a set of
paradigms, or a set of pairs of output forms, where each mausists of a base and a
derived form. A prerequisite for discovering the lexicartd is to assume the surface form
of the base as its underlying form. The reasons for this gresée are discussed in detalil
in §4.4, but in a nutshell, the problem is that assigning noaeerue information to the
base could prevent the learner from cloning constraintdiatidg roots in their domains,
making lexical trends unavailable to the grammar.

In the cases presented below, the base is a simple bare rnotonmie languages,
however, bare roots do not surface, and the bases of affixaltieady have some obligatory
inflection on them, such as a third person marker or a norwmatarker. To learn a trend
in such a situation, the learner will have to identify thegamece of this affix and strip it
off. This extra step is abstracted from in the present dsouns and the assessment of its
impact on the process is left for future work.

In the Turkish possessive, assuming the surface form ofdke bBnd the surface form
of the possessive suffix as their respective UR is all thelkgyageeds to learn the lexical
trend. These surface-true underlying forms will allow tpeaker to discover conflicting
evidence about the ranking of, e.g., fV and IDENT(voice), as discussed §#.4 and in

chapter 2.
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In other cases, more work is needed: In the Dutch past teasexample, the past
tense suffix can show up as eitljep] or [-do] (169). The underlying form of the suffix
lies in a fairly large space of plausible hypotheses: It ddaé identical to just one of the
surface forms, i.e/-to/ or /-do/, or it could be both forms (where they are allowed to
compete as allomorphs), or it could be some non-surfaesfomnm, such ag[+voice]-do/
with a floating [-voice] feature, or it could be a combination of surface-tiaren(s) with

non-surface-true form(s).

(169) Imperative Past tense
stop stop-to ‘stop’
top tob-do ‘worry’

Given the assumption that the UR’s[efop] and[top] are/stop/ and/top/, the learner
can start their search for the UR of the past tense suffix lijntesach of its surface forms
as a hypothesis. This is a good place to start, since wistirface forms of the suffix,
there are exactly. hypotheses to test. In (170), for example, both roots atedesith
the hypothesis that the UR of the suffix/t®/. This hypothesis must be rejected, since it
generates a harmonically bounded winner, as seen in theewiager pair that has no W’s

in its row (170b).

(170)
/...p/ + /o] IDENT(VOiCE€)koor | IDENT(VOICE)hyser
a. stop-to > stob-do W W
b. tob-do > top-to L L

The hypothesis that the UR of the affix jdo/ is tested in (171). This hypothesis

generates an inconsistent grammar, but it is a grammar déimabe rendered consistent by
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cloning. Subjecting the Support in (171) to the Cloning RCBuld return a consistent

grammar with one of the constraints in it cloned.

(171)

/...p/ + /do/ IDENT(VOiCE)koor | IDENT(VOICE)hyser

a. stop-to > stob-do

W L

b. tob-do > top-to

Once a consistent grammar is found, the speaker can delstasearch for the UR of

the affix successful. With the the UR of the suffix in place, ld@ner has UR’s for all of

their morphemes, since roots are taken to always have sdiifiae UR’s.

It is worth pointing out that a more permissive hypothesigjolv assumes the two

surface forms of the past tense affix as underlying reprasens of two allomorphs that

are allowed to compete, as in (172), actually fares worse tha simple hypothesis in

(171). With both forms of the affix to choose from, the winne(172b) is harmonically

bounded. CloningdENT(VoiCe)koor Can't help, because onCBENT(VOICE koot (siop,pasT)

is installed, and (172a) is removed from the Support, trer®iW in the Support to empty

it out.

(172)

[ p/ +{/do/./to]}

IDENT(VOiCE€)koor | IDENT(VOICE)hyser

a. stop-to > stob-do

W

b. tob-do > top-to

In the case of the Dutch past tense, then, the existence ¢ipiedurface forms of the

suffix did not cause an explosion of the search space for thelghhg one surface form
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at a time (which grows linearly with the number of surfacenie} is sufficient for finding
one form that can serve as the UR.

In some cases, however, the UR of the affix cannot be simplpbitesurface forms, as
in the Korean accusative (173), taken from Albright (20@8)d discussed in fuller detail
in §4.4.2. Word-finally, the only coronal obstruent that Koredlows is an unreleased
voiceless unaspirate dental. Upon the addition of a vonighl suffix, if an aspirated stop

emerges, it can either be dental or pre-palatal.

(173) Bare noun Accusative
naf nat"-il ‘piece’
naft natf-il ‘face’

Given the assumption that the two roots in (173) are undeglyiidentical to their base
form, i.e. /nat’/, taking the surface form of the accusative suffix as its URhoaxlerive
the different observed forms, as shown in (174), where tma@r[nat/"-il] is harmonically

bounded.

(174)
/nat’/ + /il/ IDENT(asp) | IDENT(anterior) | DENT(voice)
a. nat'-il = nad-il L W
b. nat-il = nat"-il L

To find out what needs to be changed about the UR of the affixe#neer can compare
the intended winngmatf"-i1] to the current winnefnat"-il], given their current hypothesis
about the UR ofinatf-il]. This is shown in (174b), and it reveals that the accusative
involves a change of the feature [anterior], and promptssfifeaker to add [anterior] as

a floating feature to the affix.
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Adding the feature that causes an unfaithful mapping to tReobtithe suffix will now

rescugnatf"-il] from its predicament (175).

(175)
/nat’/ + /[+ant]il/ | IDENT(anterior) Max (float)
a. nat™il = natf"-il W L
b. natf-il = nat"-il L W

Running the Cloning RCD on (175) can produce a consistenigia by cloning either
of the two available constraints. IbENT(anterior) is cloned, the resulting grammar would

be the one in (176).

(176) |DENT(anter|0r}nat‘ (piece)ACC,MAx (ﬂoat» >> M AX (ﬂoat)

> IDENT(@nterion)a¢ (face)acc,Max float)

The addition of a floating [anterior] feature to the accusatsuffix resolved the
harmonic bounding in (174) and allowed the speaker to rdaeigtammar in (176).

So far, the learner was shown to be able to deal with cases Iipfewallomorphs of
a suffix, as in the Dutch past tense, and with cases of a singlace form of the suffix
that required floating structure, as in Korean accusativethd language presents both
allomorphy and the need for floating features in the contéatsingle sufffix, the learner
will need to consider both of these aspects of the phonologyeir search for the UR.

The learner will have to balance two strategies: Trying aurhbinations of surface
forms as competing allomorphs, and trying out adding flgatieatures to (any of)
the surface forms. Since combining surface forms makes yipethesis space grow

exponentially with the number of forms involvédyhile adding floating features only

8Two surface forms give rise to three combinations, thremfogive rise to 7 combinations, andorms
give rise to2"™ — 1 combinations.
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doubles the number of hypothese, makes sense not to exhaust the combinations of
surface forms before floating features are tried out. Thenérashould interleave the two
strategies: Start with each surface form of the affix as thettyRadding floating features if
necessary, and only if a consistent grammar could not bedfamon to try combinations

of surface forms?

The search for the UR of affixes is given formally in (177).tHr$s with a set of bases,
and some morphological category that they can serve as fenie notatiorjb-a| refers
to the surface form that results from combinibhgvith a, but does not presuppose linear
order. Before the search starts, the underlying form of teeb are fixed as their surface
forms (177c). Then, the learner starts collecting hypahedout the underlying form of
the affix. A complete hypothesis about the underlying formanfaffix can be a single
string of phonological elements, or a set of stings, like $b&{/er1, &n, o, n/} for the
English indefinite article. Looking at one paradigm at a titm®ugh, as in (177e), each
hypothesis will be just one string.

Next, these strings are combined to form sets of stringsf{1The set of hypotheses
starts with single strings, then goes on to pairs of strimgsso forth. This ordering is
meant to favor hypotheses that minimize the number of dringhe UR of the suffix
(as is standardly assumed in generative linguistics, a.ghapter 6 of Kenstowicz &

Kisseberth 1979), since the first hypothesis that is testdd@und to work is also the last

9The addition of floating features only doubles the numberygidtheses if two things are true: (a) All
of the features that distinguish the intended winner froenrttost similar available winner, as determined by
faithfulness violations, are added as floating featurebeatffix, and (b) these floating features are added to
all of the allomorphs of the affix. If either of these assurmpsi is too strong, then the space of hypotheses
will not just double, but grow even bigger.

10The Korean accusative is not free of allomorphy, since itas@s ag-ril] when attached to vowel-final
stems (e.gpori ~ pori-ril ‘barley’). Tracing both-il] and[-ril] to the same underlying form was proposed
in Odden (1993), but this analysis in not pursued here duenaearn about the plausibility of deleting the
[r] after consonant-final roots, in light of McCarthy (20Q7ibn this case, then, the learner will have to try
out each of-il] and[-ril], with and without a floating [anterior], before they decilattboth allomorphs are
listed in the UR of the accusative, both with the floating aiar].

1The term “string” is used here loosely to refer to an autosagal phonological structure that can
include floating features.
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one tested. Each hypothesisin turn is tested (1779) bydgttie hypothesized UR’s map to

the observed forms, augmented by losers that are suppligeelanalyst. If the hypothesis

is not successful, presumably because it gave rise to hacailynbounded winners, the

learner tries to enrich the current hypothesis with floafe@tures before abandoning it

(177g-v)*?

(177) Support Preparatiothe search for UR’s

a. GivenB, a set of well-formed surface forms, or bases,

b. and given an affix. that can combine with any form i to make a well-

formed surface fornfb-a|,

c. Forevery € B, /b/ :=[b].

d. A :=( (asetof hypotheses abolt/)

e. For eveny, find all the segments that are fira] but not in[b]. Add these

segments as an elementAf

f. P := astratified hierarchy of hypotheses abgut, such that the:™" stratum

inP,P,={pe Z(A):|pl=n}

g. Foreach stratur®?,, € P, starting withn = 1,

For each elementa/ in P,

Make a Supporf,

For each element ih € B, designate'b-a/ as the UR ofb-a]
Supply loser(s) as necessary, and add winner-lose(g)do .S
Run the Cloning RCD ot%.

If RCD finds a consistent grammar, adgpy and stop. Otherwise, find

the harmonically bounded winners #) and if they are assessed L’s by

121t is not known what the learner should do if a multi-stringpbshesis needs to be enriched with floating
features. Are the floating features added to each of thegstror only to some strings? Further research is
required on this point.
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faithfulness constraints, add the distinctive features they refer to as

floating features in'a/, and repeat steps i—iv.

The algorithm as it is formulated here does not guaranteethiealearner will be
protected from exploring an exponentially large number yfdtheses about the UR of
the suffix; it simply biases the speaker to find the simplestssssful hypothesis as early
as possible. Since cross-linguistically, affixes are sinadiize and in number compared
to roots, fixing the UR’s of roots as necessarily surface-ttnd allowing non-surface true
UR’s only for affixes is likely to produce very manageableutesin realistic cases.

While the procedure in (177) will find a grammar for the caseswksed in this chapter,
a general characterization of the range of cases where (@il Gucceed is a matter for

future research.

4.3.6 Supplying losers

Recall that the Cloning RCD applies to a Support, which is tacevinner-loser
pairs, where the winner and the loser in each pair are defioed a single underlying
representation. The winners are given to the learner byritgemt language, since these
are the surface forms that the learner hears. The undenlgprgsentations can be found
given the method described #4.3.5 above. This section now goes on to show how the
learner gets the final piece of the puzzle, the losers.

In Error-driven learning, as proposed by Tesar & Smolen2k0) et seq., the speaker
starts with a grammar that potentially differs from the adyiammar. A discrepancy
between the learner’s current grammar and the target granshdiscovered when the
learner passes an adult form through their grammar, andaothat the output of their
own grammar is different from the adult form. In this siteati the learner’s own output is
marked as a loser, and it is paired with the adult form to mak@aer-loser pair.

For instance, a child who is learning a language that allavdas, like Turkish, might

produce the adult form [pak] as [pa], deleting the coda cnast When the adult form
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and the learner’s form are different, i.e. an error is makde l¢arner pairs the adult form

with their own form, to make a winner-loser pair (178).

(178)

MAX NoCoDA

a. pak > pa W L

Applying RCD to the Support in (178) will give rise to the ram§g MAX > NOCODA.
This ranking in turn allows the learner to produce codashfally. Learning is error-
driven in the sense that learning continues for as long atetreer generates forms that
are different from the observed adult forms, and therefbesléarner’s grammar is not
yet identical to the adult’'s grammar. If, as | suggest, legyrexical trends requires an
adjustment to the grammar each time a new word is learneal gifner-driven learning will
continue for as long as new words are learned.

Initially, the child will assume the simple case, where omagtraint ranking will
account for all of the phonology of the language, no constsaare cloned, and no
constraints list lexical items. A learner of Turkish will Bble to maintain this hypothesis
until they are confronted with positive evidence for inastency. Fort-final words, this
will happen when the learner discovers at least Bfieal noun that alternates (e.@t ~
tad-i ‘taste’) and at least onefinal noun that doesn'’t (e.@gt ~ at-i ‘horse’). When the
first alternating noun is discovered (etat ~ tad-i), the learner will demotedENT(voice)
to rank below *VtV!2 The winner-loser paitad-i >~ tat-i will be kept as evidence for the
new ranking. Then, when the learner encounters the nomattagat, their grammar will

wrongly produce the alternating possessive fdad-i. If the learner observes that the

13Recall that is ranking is only necessary when the learnarodess the existence of morphological
paradigms. In unanalyzed forms of the language, intenno§dk are allowed to stay voiceless (e.gta
‘father’ vs.ada'island’), so the learner has previously learned tiaN T(voice) > *VtV as part of learning
the phonotactics of the language.
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adult form is actuallyat-1, they will form the winner-loser pamt-i - ad-i, which directly

conflicts withtad-i > tat-i, as shown in (179).

179
*VtV IDENT(voice)
a. tad-i > tat-i w L
b. at- > ad-i L W

At this point, inconsistency is detected, and *VtV is clon@the resulting grammar is
*VtV ot > IDENT(VOICE) > *VtV 4. From this point on, the learner is actually juggling
two conflicting grammars, not just one, since there are tvaongnatical ways for *VtV to
be ranked relative toDENT(voice). If the learner encounters a né&fimal noun, such as
kat ‘floor’, with the possessive forrkat-i, they will need to decide whethkat belongs to
the grammar *VtV>> IDENT(voice) or to the grammamlENT(voice) > *VtV, or in other
words, which clone of *VtV should list the new item.

To find out, the leaner can simply try both grammars by temgristing kat with
each clone of *VtV. The temporary listing will yield two défent results: The observed
adult formkat-i is produced by the lower clone of *VtV, and the ungrammatiéald-i
is produced by the higher clone. Since the two grammars gukttifferent results, one of
them being the adult form, the learner can pair the adult feith the other form, and add
them as a new winner-loser pair to their Support. RunningClle@ing RCD again yields
the new grammar *Vt\; > IDENT(voice) > *VtV 4 kag, Wherekatis permanently listed
with the lower-ranking clone of *VtV.

Trying out both grammars also helps with weeding out wor@ds #nen’t affected by
*VtV, such as thd-final yil ‘year’. A temporary listing ofyil with either clone of *VtV
generateyil-i as the possessive form, which is identical to the adult pssseform. Since

both grammars agree on the winner, the learner can condhati¢hte ranking of *VtV is
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irrelevant for the derivation ofil, and there is no need to update the grammar with this
lexical item.

This process goes on with every new word the learner encayntgth nont-final
words going unlisted, antdfinal words being listed with one of the clones of *VtV. The
resulting grammar contains a list of alternatinfjnal nouns and a list of non-alternating
t-final nouns. Now, when a learner encounters a no¥iglal noun, and they don’t know
what the possessive form of it is, they can make an estimatéstbased on the words they
have learned. If the list of non-alternatitdinal nouns has 102 items in it, and the list of
alternating-final nouns has 18 items init (as in TELL, Inkelas et al. 20@@3n the chance
of the novel noun to be alternating is 18 out of (18+102), \wh#c15%.

This method for generating losers and using them to feedltir@i®y RCD is essentially
identical to the original proposal of Tesar & Smolensky @Q0vith the added assumption
that error-driven learning continues as long as the speak@inues to learn new lexical
items. The need to run a new form through more than one grantmarever, raises a
concern about the number of those grammars. If a learnerlbasd constraints, that
means that they are potentially dealing withgrammars, which in turn means that every
new form they encounter must be run through each of tkésgrammars, thus greatly
increasing the computational load for the learner. Thigwizralmost certainly overstated
here. Given that lexical trends can be independent of edn,ats seen i§4.2.2, trying out
all of their combinations will be wasteful, since it will dide to test two grammars for any
set of independent trends. Because the learner can find aiherhtrends are dependent
on each other by inspecting the Support, they will be ablestothis information to reduce

the number of grammar to try out. The details of this mecharaige left for future work.

4.3.7 Exceptionality and variation
The Cloning RCD algorithm offered here presupposes theteds of only two

kinds of phonological processes: Regular processes, vapply to all available lexical
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items, and lexically-specific processes, which always yapplone list of lexical items
and never apply to a second list of items. This is an oversiitgtion, of course.
While lexically-specific processes typically do not inwlvariation for most of the items
involved, variation is not completely absent. Of the 30@dinal nouns in TELL (Inkelas
et al. 2000), for instance, the vast majority behave coesilt, but 103 items (3%) show
the voicing alternation optionally. Note that the data inLLEepresents inter-speaker
variation, since it records the knowledge of a single natpeaker. A variable grammar is
needed for the representation of a single speakers’ grajmogjust for the grammar of
the speech community.

In the Cloning RCD, the variable behavior of a lexical itenm te represented in two
ways: Either the lexical item is listed with both clones ofanstraint, in which case it is
predicted to undergo the relevant lexically-specific pssc&0% of the time, or the lexical
item resists listing, in which case it is predicted to undettge lexically-specific process
as often as novel items do (cf. a similar suggestion in P&6BR). If the learner hears
an item behaving inconsistently in the ambient languagegeéins plausible that they will
refrain from listing the item, or that they will list it twice This approach predicts that
lexical items that undergo a lexically-specific processamatlly will show one of the two
behaviors mentioned above; unfortunately, it is not knovaetler this prediction is correct
or not*

A different approach to variability in Optimality Theoryssochastic grammar (Boersma
1997, Boersma & Hayes 2001, et seq.), where constraintsrargged on a numerical scale,
and each constraint defines a normal distribution somewtretbe scale. Each time the

grammar is used in a derivation, a ranking value for eachtcainsis assigned by sampling

14Some suggestive, possibly promising, numbers come frong@searches on Hebrast-takers. Most
Hebrew nouns take one of the plural suffixes-er —ot, categorically. Searching for the two plural forms for
each item and comparing the number of hits, this categdpigladvior is reflected in a rate of-taking that
is close to 0% or to 100% for any given item. A small number eifris haveot-taking rates in the 40-50%
range, and smaller number still have rates in the 10—-20%erahgerestingly, no items were found in the
50-97% range.
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from its distribution, and if two constraints have non-ngdlly overlapping distributions,
their ranking relative to each other can change betweenatenms. Stochastic grammars
are usually learned with the Gradual Learning Algorithm GBoersma 1997; Boersma
& Hayes 2001), which approaches the target grammar gradmalhcrementally adjusting
the relative scaling of the constraints in response to grragtochastic grammar was
designed to deal with cases of regular variability, wheré@nplogical process is variable
with little relation to any lexical item involved. In lexit@rends, however, each known
lexical item usually behaves categorically, and the trerghted by the aggregation of
lexical items causes stochastic behavior with novel items.

Zuraw (2000) offers an analysis of Tagalog's lexical tretichasal substitution that
combines the GLA with a constraint calledsELISTED. The GLA learns a stochastic
grammar that affects novel words, whilesEL ISTED protects stored forms from variation.
A similar analysis of exceptions to vowel harmony in Hungaris offered by Hayes &
Londe (2006).

Recently discovered problems with the GLA cast doubt onsefuiness in analyzing
lexical trends. One such problem is raised in Hayes & Lond@®§2 When the GLA
notices a winner that needs high-ranking faithfulness,rainmtes all the faithfulness
constraints that prefer that winner. Since general faitlefss constraints, by definition,
prefer more winners than specific faithfulness constraigeneral faithfulness will be
promoted too fast, causing the learner to learn a supersgtidge. See also Tessier
(2007) for a discussion of the same problem arising in le@rtihe regular phonology of a
language. Additionally, a rather serious problem with theAGs that it is not guaranteed
to converge on a ranking in certain situations, as discaMeyePater (2008a). It should be
noted, however, that thed#L ISTED mechanism is conceptually separate from the GLA,
and could potentially be used in conjunction with a more sasftul theory for learning

stochastic grammar.
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The cloning approach offered here and theeJISTED approach share a core property:
They both incorporate lexical listing into an OT grammaugfallowing a single grammar
to apply categorically to known items and stochasticallyntwel items. Arguably, the
cloning approach is more appealing on theoretical grousidsg it more parsimonious: It
relies on the familiar markedness and faithfulness comstraf OT, and does not introduce
a new kind of constraint that directly accesses the lexicéwditionally, the cloning
approach makes an unmediated connection between lexstialgliand the projection of
trends, as both follow from the association of lexical itemth clones. In contrast, the
USELISTED approach relies on a separate learning mechanism to ehstiteé stochastic

grammar is synchronized with stored lexical entries.

4.4 Moving hidden structure into the grammar

The model proposed here builds speakers’ knowledge ofdettiends into a constraint
ranking, augmented with cloned constraints. If the languzas an irregular phonological
process, and the irregularity can be expressed in phorualbigirms, then the speaker uses
cloned constraints to list the lexical items involved, ané tesulting constraint ranking is
used to project the lexical trend onto novel items.

One consequence of this approach is that information almmainsistent patterns in
lexical items is built into the grammar rather than beingesdan the lexicon. In Turkish,
for instance, my analysis attributes the difference betvadiernating stops (e.tat ~ tad-i
‘taste’) and non-alternating stops (eaj.~ at-i ‘horse’) to lexically-specific rankings of
faithfulness and markedness constraints. Both kinds oflsviave a voiceless stop in
their UR’s (i.e. /tat/, /at/), but the voiceless stop doesn’t always surface faithfully
contrast, the traditional generative analysis of Turkistk€las & Orgun 1995; Inkelas
et al. 1997; Petrova et al. 2006) attributes the differendbé underlying representations:
Non-alternating stops are underlyingly voiceless (orr@ased in Petrova et al. 2006), and

alternating stops are underlyingly unspecified for voice. (taD/, /at/).
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My approach is in keeping with a central principle of geneetinguistics, which
seeks to identify predictable patterns in lexical items asel the grammar to derive them.
My approach is not in keeping, however, with a tradition dfiatiting hidden structure
to underlying representations. In Turkish, the alterrgatin non-alternating nature of a
stem-final stop is hidden in the bare form of the noun, anddiissovered by examining
the noun’s suffixed form. In the traditional generative agmh, the hidden structure is
encoded in the roots, while my approach attributes the mddiicture to the grammar
via listing of roots with clones. See, however, Hayes (199%8199) for arguments against
the use of underlying representations to encode hiddeatstry including an analysis of
Turkish along the lines | propose here in Hayes (1995b).

In this section, | examine the mechanism of attributing kiddtructure to various parts
of the linguistic apparatus and how it relates to learningch trends. | will show that
lexical trends can be discovered only if the learner is lddsettribute hidden structure to
the grammar first, or to a combination of the grammar and tlieriying representations
of affixes. When hidden structure is forced into underlyiggresentations of the roots, itis

“lost” to the grammar, and speakers are predicted not to llesacal trends in such cases.

4.4.1 Hidden structure in the grammar: Turkish

The distribution of voicing alternation in Turkish is aale to speakers: They know
how many words have alternating stops and how many have lhemaing stops, and
they keep this information separately for the stops in thiemdint places of articulation,
and within each place, for mono-syllablic nouns separdteiy poly-syllabic nouns.

The first step in making this information available to themgnaar is assuming that the
bare form of the noun is also its underlying representatidhis will force the learner
to attribute the behavior of the stem-final stop to the gramraa seen in (180). The
derivations ofat-i andtad-i require different grammars because they both have a vegele

stop underlyingly.
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(180) a. The UR’s of [at] and [tat] are /at/ and /tat/
b. The UR of the possessive is /I/ (a high vowel)

c. /at+I/—[ati] requires DENT(voice)>> *VtV

/tat + I/ — [tad+] requires *VtV>> IDENT(voice)

The inconsistent ranking requirements in (180) triggerst@int cloning, and then a
listing of words under the two clones, as discussed abowenritrast, the classic generative
analysis of Turkish (Inkelas & Orgun 1995; Inkelas et al. ZP&sumes that the stem-final

stops inat-i andtad-i differ in the underlying representation, as in (181).

(181) a. The UR’s of [at] and [tat] are /at/ and /taD/
b. The UR of the possessive is /I/ (a high vowel)

c. /at +I/— [at-i] requires bENT(voice)>> *VtV

at + | | DENT(VOice) *VtV
a.0 ati *
b. ad-i *1

d. /taD + I/ — [tad4] is consistent with bENT(voice) > *VtV

taD + | | DENT(VOice) *VtV
a. tat-i *1
b.0 tad-i
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In the UR-based analysis, the grammar is consistent fohalirords of the language
(i.e. IDENT(voice) > *VtV), and therefore the learner is left without a way to loliéxical
statistics into their grammar.

In principle, speakers can find the relevant lexical siagsby going directly to the
lexicon and extracting the relevant information from it, iaspracticed in Analogical
Modeling of Language (AML, Skousen 1989, 1993) and in Spraativation models
(Schreuder & Baayen 1995; Krott et al. 2001). When goingédeRkicon directly, however,
the speaker will not be biased by UG to find only grammatieptiycipled generalizations.
Any kind of regularity in the lexicon could be discovered grdjected onto novel items,
contrary to fact: In the Turkish lexicon, there is a trendrwore voicing alternations after
high vowels than after low vowels, yet speakers show no sidnraeing learned this trend.
Since cross-linguistically, vowel height cannot affea tloicing of a following stop, this
is the expected result. To learn all and only the phonoldigigdausible generalizations
about their lexicon, language speakers must encode thaseajgations in their grammar,
where they can benefit from the biases imposed by UG.

Assuming the base form of a noun as its underlying representaneans that any
additional aspects of the noun’s behavior that are not tjrebservable in the base form
will have to be attributed to other aspects of the linguisiistem. Given the standard
OT framework that uses underlying representations of ranth affixes and a constraint
ranking, if hidden properties of roots are blocked from Qeattributed to those roots,
hidden properties can only be attributed to the underlygpgesentations of affixes or to the
grammar. In the Turkish case, the difference betwst@mdtat could logically be attributed
to the allomorph of the possessive suffix that they tak@vould take a simple high vowel,
while tat would take an affix that consists of a high vowel and a floatingdice] feature,

asin (182).

(182) a. The UR’s of [at] and [tat] are /at/ and /tat/

b. The possessive has two allomorphs: /I/ and /[+voice] I/
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c. lat+1/ — [at-]

/tat + [+voice] I — [tadA]

d. Each allomorph of the possessive lists the roots it takes:
n takes /at/, /ot/, Isepet/, ...

/[+voice] I/ takes /tat/, /kanat/, ...

Assuming that the floating [+voice] is protected byakifloat), as in Wolf (2007),
then the single constraint rankingAM (float) > IDENT(voice) will derive all the words
of the language. In this scenario, either each root would beked for the affix it
takes, or equivalently, each affix will be marked for the soiittakes. The grammar
would be consistent: Faithfulness to underlying [voiceda@fication would outrank *VtV,
and faithfulness to floating features will be ranked highemt simple faithfulness. This
scenario makes a slight improvement over the attributiomoafing information to roots:
Since roots will be listed with two different affixes, thedear will have information about
how many roots there are of each kind, and thus learn a letteradl. However, roots of
all sizes and of all final stops will be listed by the same tworabrphs of the possessive
suffix, preventing the Turkish learner from identifying ttrends for each place and size
separately. Encoding hidden structure by proliferatinfix afllomorphs, then, does not
allow the learner to discover the full range of trends in th@nguage. In principle, the
learner could assign allomorphs of the possessive suffindoins of different sizes and
final stops, but there would be no reason for them to do thatessimply stipulating two
allomorphs would be enough to make the grammar consistent.

Since encoding the hidden behavior of lexical items in theéeulying representations
of either roots or suffixes leaves the learner with no way asoa to identify lexical trends,
encoding such behavior in the grammar is left as the onlyckdgiption. Capturing hidden
behavior in terms of cloned constraints ensures that |ettieads are identified in terms of

constraints, i.e. it ensures that trends are captured inglbgical terms, using the variety
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of phonological primitives that constraints are sensitvesuch as marked combinations
of features, preferred alignments of phonological elesigrdsitional faithfulness, etc.

Contrasted with traditional generative analyses, the @apmade here “reverses” the
effect of the phonology. Instead of assigning the hiddeeetspof bases to their underlying
representation, and then neutralizing them in the unaffigem, as is done traditionally,
| propose that the surface forms of bases are assumed asuttdgsrlying form, and
any properties of the base that emerge only in suffixed forrasaahieved by constraint
interaction. In the simple case of Turkish, where the ondidien property of nominal roots
is the voicing of their final stop, the analysis in terms ofngd constraints is not only
clearly feasible, it is also the only analysis that allowsalers to capture the variety of
lexical trends that the language has.

Assuming the base form as the underlying representationtbHesadded benefit of
obviating the search for non-surface-true underlyingesentations. This search requires
a significant amount of computation, as shown by Tesar (2808)Merchant (2008), and
in parallel lines of work, also by Boersma (2001) and Apodssgi(2007) and by Jarosz
(2006), who specifically look at “final-devoicing languayjd<e. languages like Turkish,
where the behavior of root-final stops is hidden in the bane fof the root. In the proposals
mentioned above, the search for the optimal lexicon not omglves a rather large search
space, it is also done in parallel with a search for a comdtranking for the language. In
my proposal, the learner is only trying to learn a constnainking, which is shown in Tesar
& Smolensky (1998) to be quite efficient, and probably mofiieht that searching for a
ranking and a lexicon. An explicit proof that my approachuiegs a lighter computational

load, however, is left for future work.

4.4.2 Hidden structure in affixes: Korean
In the discussion of Turkish above, attributing hidden &tite of roots to the

grammar was shown to be the only way to make the full range xitdé trends
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available to the speaker. The principle of attributing ptable (or in this case, semi-
predictable) information to the grammar is well-estal@hn linguistics. Attributing
predictable information to underlying representatioreypnts the learner from discovering
generalizations.

In same cases, however, there is no way to attribute thednlje of alternations that
are observed in a language to rankings of plausible univeosestraints. One such case
is the final neutralization of obstruents in Korean, diseddsriefly in§4.3.5 above, where
not only laryngeal features (aspiration and voicing) bebahanner (stop vs. fricative) and
coronal place (dental vs. post-alveolar) are neutralizdtithese contrasts appear before

the accusative suffix, as in (183), taken fron Albright (2008

(183)  Bare noun Accusative
naf nasil ‘sickle’ 375
naft nat/'il ‘face’ 160
naf nat"il ‘piece’ 113
nat nadil ‘daytime’ 17
nat nadil ‘grain’ 1

The rightmost column in (183) shows the number of words inci@hary of Korean
that end with each of the coronal obstruents in their spgllindicating the historical
pronunciation of these nouns. The fricative [s] is the mashmon coronal root-finally
in the accusative, and the aspiratgfl] [and [f"] are quite common as well. The voiced
[&] and [d] are much less common, and the glottalized/tenseneds of the language are
absent completely.

Albright (2008) discusses recent innovations in Koreangmhspeakers extend the
common [tf] ~ [s] and [t] ~ [§"] alternations of the accusative at the expense phit
[t"], [t'] ~ [d], and [f] ~ [&]. In other words, speakers extend the most frequent mapping

and remove the less frequent ones (“the rich get richer”).il&Albright analyzes this
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preference for frequent mappings with a general-purpaaadg, i.e. a learner that doesn't
incorporate substantive Universal Grammar principlesigigest that an analysis in terms
of plausible markedness constraints is within reach.

First, if the language learner assumes the base forrii Asathe underlying represen-
tation of all the roots in (183), and assumés ds the underlying representation of the
accusative suffix, they can learn several facts about Korean

Korean does not allow voiceless unaspirated stops intaheadly — intervocalic stops
must be either voiced or aspirated. Since the base has dessesmaspirated stop, this stop
will not surface faithfully. Stops that surface aspirataedhe accusative are faithful to the
voicelessness of the base (184), while stops that surfaced/are faithful to the lack of

aspiration in the base (185). A sample derivation is showh&).
(184) hat'+ il/ —  [nat"il], [nat/"il]
requires *VTVY IDENT(voice) > IDENT(asp)

(185) hat'+il/ — [nadil], [nadsil]

requires *VTV, IDENT(asp)>> IDENT(voice)

(186) .
|
/nat'+ il/ *VTV ' IDENT(voice) | IDENT(asp)
a. natil *| \
|
i
b.  nadil | *|
c.0 mnathil | *
|

15 am taking *VTV to be a constraint that penalizes intervicabiceless unaspirates. One can imagine
a different analysis, where markedness penalizes anyotalic voiceless stop, either aspirated or not. This
will change the details, but not the main point, which is tha&tappearance of different stem-final obstruents
in the accusative is due to constraint interaction, notitbfiainess to a non-surface-true UR.
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Given the assumption of /natas the UR of the root, the learner gets conflicting
evidence for the ranking obDENT(voice) relative to bENT(asp). Constraint cloning will
follow, resulting in a learner that keeps track of the nundfeoot-final aspirated coronals

and voiced coronals:
(187) IDENT(vOiCE)113+160 itemy > IDENT(@SpP)>> IDENT(VOICE)1+17 items

The lexical trend that is created by the existing houns ofeldarpredicts that speakers
will prefer coronals that become aspirated in the accus&d#o of the time, and coronals
that become voiced only 6% of the time.

The mapping of /{ to [s] can also be attributed to the ranking of plausiblekadness
constraints. Assibilation, a process that turns stopsfiitatives, is widely attested cross-
linguistically before high vowels (Kim 2001). | use the ctamt *TI, which penalizes
stops before high vowels. Roots that surface with a stop ypkard in the accusative rank
faithfulness to the continuancy of the base over *TI (188)il&*TI outranks faithfulness

in nouns that map the'/tto [s] (189).

(188) hat'+ il/ —  [nat"il], [natf"il], [nadil], [nadsil]
requires bENT(cont)>> *TlI
(189) hat'+il/ —  [nasil]

requires *TI>> IDENT(cont)

The conflicting ranking conditions cause the cloning bENT(cont), which allows
the speaker to learn that the mapping ofth [s] affects 56% of theé-final nouns in the

language.
(190) IDENT(CONt)113+160+1+17 itemis > *T1 > IDENT(CONt) 375 itemg

The learner’s work is not quite done. In a fair number of nganfnal /t/ maps to/ds]

or [f"]. Are there plausible constraints that will map /raft/ to [nadil] or [natf"il]? Note
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that the vowel of the accusative suffix is not a front vowellakdization of [t] to ] is

guite common before a front vowel or glide, but not commornilahaheir absence.
Essentially, the learner is in a situation where they waatt+ril/ to map to[nat/'il], but

the closest they can get|isat"il]. There is no constraint that prefers the intended winner

[natf"i1] to the losefnat"il], and as seen in (191), there is at least one faithfulnessraarts

that prefers the loserpENnT(anterior). The intended winner is harmonically bounded.

(191)

/nat’+ il/ *T| IDENT(asp) | IDENT(ant)

a. natf"il = nat"il L

When an intended winner is harmonically bounded, no rerankr cloning can help
unbound it. What must change is the underlying represemtatiln this case, since
the faithfulness constrainbENT(anterior) is responsible for the harmonic bounding, the
learner will take the feature that this constraint refers.ta [—anterior], and add it as a
floating feature to the accusative suffixT his is an instance of a more general strategy: The
learner will find features that are missing in the harmoydadunded intended winner, as
identified by faithfulness violations, and attribute thesrilaating features to the underlying
representation of the relevant affix. As will be shown slyp#ttributing hidden structure
to affixes expands the range of lexical trends that the speakeaccount for.

Once the missing-fanterior] feature is floating in the UR of the accusative aftite
mapping of /t/ to [§"] or [&] is possible, and simply involves faithfulness to floating
features with Mux (float). Stops that stayt{anterior] in the accusative are faithful to the

[+anterior] root’s [t] rather than to the floating feature.

18The learner will also try adding{anterior] to the accusative suffix, but they will quickly fiodt that
this move does no good.
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(192) a. hat'+ [—ant] il/ — [natf"il], [nacil]
requires MaX(float) > IDENT(ant)
b. Mmat'+ [—ant] il/ — [nat"il], [nadil]

requires bENT(ant)>> MAX(float)

When *Tl is highly ranked, and a coronal fricative surfacefdpe the accusative suffix,
Korean won't allow the floating-fanterior] to surface faithfully, because the language as
a whole is not faithful to [anterior] on fricatives. This isi®ured by the high-ranking
constraint ¥, which in turn is dominated by *si, makirig] surface beforéi] and[s] surface
elsewhere. Since the high-rankinfyrhakes either ranking oDENT(ant) and MhX (float)
compatible with the winner, no items that surface within the accusative will be listed

with clones of bENT(ant).

(193) hat'+ [—ant] il/ — [nasil]

requires ¥ > IDENT(ant), Max (float)

Since the learn has conflicting evidence about the rankingpefiT(ant), they will
clone it. Among the nouns that surface with a stop in the atores 61% are predicted to

surface ast{"] or [&] rather than as [{ or [d].
(194) *[> IDENT(ant)113+1 items > MAX(float) > IDENT(ant)160+17 items

After the addition of the floating-fanterior] to the UR of the accusative suffix, the
learner can account for all the mappings that they obseneetheey can correctly learn the
proportion of each of the five stem-final coronals in the laaggu The preferences that the
grammar makes are given in (195), showing that the gramneaessfully replicates the

lexical counts given in (183).
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(195)

IDENT(conNt) IDENT(Voice) IDENT(ant)
[s] 56% =56%
[4™] 61% =25%
94%
[th] 39% = 16%
44%
[&] 61% =2%
6%
[d] 39% =1%

This analysis of Korean attributes hidden marked strudiutbe underlying represen-

tation of the accusative affix. Once this underlying repméstgon is set up, forms that

lack the marked structure of the affix are listed with highkiag faithfulness or with other

markedness constraints. Since different nouns will reqgifferent rankings, lexical trends

will be learned. To summarize the result so far: assumingsas underlying forms, and

attributing marked structure that appears in derived fornthe relevant affix, leads the

learner to assume different rankings for different wordsiclv in turn leads to learning of

trends.

This analysis of the lexical trends that govern accusativa$ depends on the shape of

the accusative affix. For instance, the high vowel in the sative form allowed the learner

to attribute the mapping of’/tto [s] to the constraint *TI, which penalizes stops before

high vowels. It is expected, then, that each suffix of the leagg will be treated separately.

The nominative paradigms of (196), from Albright (2008)pshthat when an affix

begins in a front high vowel, stops and fricatives are redyfzalatalized. Since the pattern

is regular, the markedness constraint that demands pa#dtah ranks over faithfulness,

and therefore, the derivation of the nominative forms wdt mvolve faithfulness to the

feature [anterior] at all, and no instances of [anteriod] i attributed to the underlying

representation of the nominative suffix.
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(196) Bare noun Accusative Nominative

nat nasil nafi ‘sickle’
naft natfil nat/™ ‘face’
naf nat"il natfhi ‘piece’
nat nadsil nadi ‘daytime’
nat nadil nadgi ‘grain’

Korean also has two suffixes that surface as [-e]: the loeativd the dative. Kang
(2002) shows that the mapping of//to [s] is more frequent for the nominative and
accusative than it is for the locative and dative. In otherdspthe affixes that don't
have a high vowel in them are less conducive to assibilatiommy analysis, the suffixes
that have a high vowel can cause assibilation simply by ®idtihaving a high segment
in their surface form. The suffixes that have a non-high vpwelcontrast, can only
cause assibilation if the learner adds a floatinrggntinuant] feature to their underlying
representation. While this difference doesn’t necesshale to correspond to frequency
data, since assibilation is equally possible with any suiffige a floating feature is added to
suffixes that lack a high vowel, it is instructive that speakee more reluctant to assibilate
in the environment where assibilation requires an extrenleg step of adding a floating
feature to the UR.

In addition, Albright (2008) reports that while speakerssincommonly innovate the
mapping of /¥ to [s] and F"] in the accusative, they prefer the mapping t§ [b the
locative. Albright suggests that the preference féf i a result of the accidentally high
number of nouns that historically had][and that are frequently used in the locative, such
as the words for field and corner. Since in my analysis, léxieads are computed for each
affix individually, accidentally skewed distributions cha learned: If more items happen
to require the ranking of *T1 overdeNT(cont) in the accusative than in the locative, then

the probability of mappingitto [s] will be higher in the accusative.
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To summarize, the Korean case shows that assuming the areofdhe noun as the
underlying representation of the root and assuming onlyngegs as the underlying form
of the affix might not be enough in every situation. When leagnhe lexical trends for the
accusative forms, for instance, the Korean learner witt@er that their language requires
paradigms that change the feature [anterior]. If they pedde add a floating-fanterior]
to the underlying representation of the accusative suffigy tcan learn the full range of
behaviors seen in the accusative. The learner will have teemaasimilar move with the
dative suffix, which requires assibilation in the absenca bigh vowel; the learner can
derive the full range of observed paradigms and also learetkical trends involved by
adding a floatingfcontinuant] feature to the underlying form of the suffix.

Speakers can learn lexical trends so long as hidden steudturot buried in the un-
derlying representation of roots. Adding hidden structorthe underlying representation
of affixes does not present a danger so long as the affixes ¢éheasare not proliferated.
Compare the single representation of the accusative saffR92), which allows the learner
to identify the full range of lexical trends, with the unfoniate proliferation of affixes in

(182), which leaves the learner with an incomplete accotititeotrends in their language.

4.4.3 Interim summary: Generalizing across affixes

In the approach to linguistic analysis that | present heraxHers find lexical trends in
their language, and build those trends into their gramnraordler to find lexical trends,
learners must assume the bare forms of roots as their untgrgpresentations and assume
that affixes are only composed of segments. If the paradignvied contain hidden
structure, it will not be trapped in the underlying reprdaéions of the roots and affixes,
and will therefore become available to the grammar.

If the speaker discovers that they cannot account for alldére/ed forms that they
are exposed to, because some intended winners are harthobmanded, they will try

to make any required features float in the underlying repitesien of the relevant affix.
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These floating features can be identified by comparing tlemded winner and the current
output of the grammar that most resembles it (as determigdditinfulness constraints),
and examining the features that are referenced in faitefdiconstraints that distinguish
the two forms. With the enriched underlying representatibiine affix, the speaker can go
on to discover any lexical trends that are lurking in the data

A recurrent theme in this approach is the separate treatofefitferent affixes: The
Korean learner, for instance, learns a separate grammagaftr of the affixes of their
language. The palatalization of][to [ff"] is a lexical trend with the dative suffix [-e], but
the same trend is weaker with the homophonous locative quéfjx Similarly, a lexical
trend that involves the assibilation of root-final stopsasrsin the accusative affixi[}, but
the same trend is weaker with the nearly homophonous toffig fuin] (Kang 2002).

The same phenomenon is reported in Tagalog (Zuraw 2000;)pwB&re a stem can
be subject to nasal substitution with some affixes but natrsthndeed, Zuraw shows that
Tagalog has different lexical trends for different affixésh® language.

Similarly, in Turkish, the difference between the altenngtstop oftat and the non-
alternating stop oft is attributed to the grammar of the possessive suffix, antimgt
prevents these two roots from behaving differently witheotbuffixes. This prediction
is borne out. TELL (Inkelas et al. 2000) lists the possesaiwe the accusative forms of
nouns. Both of these suffixes are homophonous with stopfimahs, consisting simply
of a high vowel. While most final stops are either voiced orce@ass in both forms, some
nouns have a voiced stop in the possessive and not the ageusaid other nouns have a
voiced stop in the accusative and not the possessive4segd).

In the traditional generative analysis, the hidden stmectd the root is attributed to its
underlying representation, and then its behavior is ptedito be the same with any affix
that allows the hidden structure to surface. In Turkishuassg /taD/ as the underlying
representation afat predicts that the final stop will surface voiced with any vbndial

suffix, contrary to the observed facts.
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In the approach that attributes hidden structure to the granroots are not required to
behave uniformly with different affixes. There is a bias, lwer, for assigning consistent
behavior to roots, as discusseds#h3.4. In Turkish, for instance, once a root is observed
to alternate in the possessive, the grammar will recordfdigisby connecting three pieces:
the root, the possessive affix, and a conflict between caonstraVhen the speaker wishes
to generate the same root with a different suffix, say thesatore, and the same constraint
conflict is involved, the root’s possessive entry will mathle root in the accusative, and

bias the speaker to assign the same behavior to the root atithelffixes.

4.4.4 Hidden structure in roots: English

In the various lexical trends that were discusses in thiptenait was always the case
that a relatively simple concatenation of a root and affigetber with some lexically-
specific rankings, allowed the speaker to map one form ont@pmologically related
form. Quite clearly, this is not always the case. Extremenmgdas of phonologically
intractable mappings are usually described as suppldii@the Englishgo ~ went In
cases like these, the learner has no choice but to store tirewentas an unanalyzed
whole, and nothing about this form becomes available to thegar of the past tense.

Other cases might not be as cleaigas~ went The English past tense includes seven
verbs that end ifiot]: teach~ taught catch~ caught think ~ thought bring ~ brought
seek~ sought fight ~ fought andbuy ~ bought Can these verbs be mapped onto their
past tense using phonological machinery?

While mapping a verb likgfait] to [fot] is relatively faithful, involving only the
replacement of the vowel, verbs liKeriy] and[sik] keep nothing but their onset in the past.
One can imagine that for those verbs, an allomorph of thetpase suffix that consists of
a pair of floating segmentg}'/, can dock correctly and replace the root segments. In such
an analysis, MX (float) would ensure that both segments dock at the costtbfidmess to

the root.
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(197)

/sik+°/ | MaXx(float) | MAX(root)

a.ld sot **
b. sok * *
C. sik e

With the vast majority of English verbs giving evidence foe tanking MAX (root) >
MAX (float), and seven verbs giving evidence for the oppositeingnthe learner can clone
one of these two constraints, and thus give a small prolabilbt-taking. However, these
two constraints don't refer to any phonological aspect efrtbot (other than the existence
of segments in it), and therefore cloning them will give tearher no information about
the possible shapes oftakers.

This seems to be the right outcome: Thtdakers in English are not phonologically
patterned in any way beyond being monosyllabic, so any kinthenosyllable would
be a candidate fost-taking. Since thet-takers represent such a small minority of the
monosyllabic verbs of English, speakers are predicted teelnetant to projecbt-taking
onto novel roots.

Another consideration with the derivation giftakers is the availability of the regular
past suffix, /-d/. When deriving the past tense ffik], the candidatdsikt] is quite
appealing: It is completely faithful to the root and to thefmuffix (modulo the completely
regular voicing assimilation), and even the worst aspedt tie final [kt] cluster, is quite
widely attested in English. The appeal of the regyiikt] might cue the learner to the
possibility that something non-phonological is going amd @rompt them to simply store

[sot] as an unanalyzed whole.
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Both ways of dealing withjsot] — cloning Max (float) or storing it as a whole — are
equally bad for finding out what kind of roots asetakers. Indeed, English speakers
are reluctant to generalizg-taking, or to do so in any phonologically principled way.
In other words, the speaker doesn’t necessarily always twadecide whether a certain
pattern is suppletive or not. They may treat what's essiintiasuppletive pattern with
their grammatical machinery, but if the grammar tells thesthmg about the shape of the
relevant lexical items (e.g. due to the lack of involvemearkedness constraints, as in

(197)), then no damage is done, since the pattern cannot&eded usefully.

4.4.5 The naturalness of lexical trends: Dutch

Dutch exhibits voicing alternations between bare roots¢tvin the case of verbs can
be heard in the imperative) and affixed forms, as in (198)hénl¢xicon, the proportion of
alternating consonants depends on the identity of the camdpand speakers project these
proportions unto novel items, as shown by Ernestus & Baag603). The phonology
of Dutch raises two questions that relate to the naturaloeédsxical trends: (a) the
issue of natural relationships between lexical trends,(ahthe functional grounding, or

naturalness of each lexical trend.

(198) Imperative Infinitive Past tense
top tob-on tob-da ‘worry’
stop stop-on stop-to ‘stop’

Ernestus & Baayen (2003) report that in the lexicon, the pridpn of alternating labial
stops is smaller than the proportion of alternating corataps, and speakers replicate
this preference in their treatment of novel words. In the etdghropose, Dutch speakers

will clone IDENT(voice) relative to constraints on voiced codaand collect the stop-final

In Ernestus & Baayen (2003), speakers’ knowledge was tegthchovel past tense forms, where the
stem-final stop is in coda position. In the infinitive, anddrefother vowel-initial suffixes, the stem-final stop

208



words of their language, like Turkish speakers. A portiothefadult grammar of Dutch is
givenin (199).
(199) IDENT(VOICe)sy),, 210items > *b]g, *d]5 > IDENT(VOICE)sp),, 20 items

(*d]o, 542 items (d]o, 177 items

The 210 words of Dutch that have a non-alternating [p] aréectdd by the clone of
IDENT(voice) that ranks above *p] and the 20 words that have an alternating [p] are
collected by the lower ranking clone. This makes the propof alternating [p]’s, which
is 9%, available to the speaker. Thi@nal words of Dutch are similarly collected by the
clones of bENT(voice), allowing the speaker to discover that 25% of fingd Hlternate.

The surprising aspect here is that universally, speakerexgrected to prefer voicing in
labials over voicing in coronals or dorsals. For examplegagthe languages that have a
voicing contrast in stops in at least one place of articafgtjp] is more likely to be absent
than [t] or [K], and [b] is more likely to be present than [d] [g] (Maddieson 1984; pp.
35-36). The speakers of Dutch have a grammar that makes plositgpreference, giving
a higher probability to [p] than to [t].

The ability of Dutch speakers to learn an unnatural relatigmbetween lexical trends is
not surprising given my approach. Different lexical treads controlled by different pairs
of constraints, and the strength of one trend is not expectéateract with the strength
of another. Dutch speakers use the clonesoaNT(voice) to keep track op-final nouns
by listing them with *b};, and keep track of-final nouns by listing them with *d] The
number of words listed under clones of one constraint doeaffert the number of words
listed under clones of another constraint. The predictlat the relationship between
lexical trends need not be natural is borne out by the Duttd da

A second intriguing aspect of Dutch voicing alternationthis effect of the vowel that

precedes the stem-final consonant. In the lexicon, altemate on average most common

could be argued to be in coda postion as well, if it is takengt@imbi-syllabic, as proposed by van der Hulst
(1985) et seq.
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following a (non-high) long vowel or a diphthong and leasteoon after the short non-
high vowels. The high vowels, which in Dutch are phoneticaliort and don’t have long
counterparts, give rise to a rate of voicing alternation ihantermediate between the long
vowels and the non-high short vowels. Vowel length, howgesgea rather poor predictor of
consonant voicing in the lexicon: In the GLM statistical s#s that Ernestus & Baayen
(2003) report, vowel length has a very modest effect on theing of the following
obstruent f = .053). A comparison of long vowels and high vowels only shewsore
robust effectf = .017).

In the experimental results, the vowel effect was sghid<.004). Long vowels were
significantly more conducive to voicing of stem-final obstmts than short vowels of any
height. There was no significant difference between thetdtigh and short non-high
vowels.

It is instructive that Dutch speakers imposed a naturabtnthe data: The different
vowel qualities of Dutch were abstracted away from, sincevarsally, vowel quality
(height, backness, tenseness, roundness) has no powédbthaé voicing of a following
consonant. Only vowel length is universally correlatedhwibicing, with long vowels
(either pure or diphthongal) being conducive to followirmjoed codas and short vowels to
following voiceless codas (Lisker & Abramson 1964; Ohal&83;9v0latis & Miller 1992).

Given a family of universal constraints such &9/:p],, *V:t]s, *ViKk],s}, which
penalizes voiceless coda obstruents after a long vowelthenhore general family*b] .,
*d]s, *0]s }, speakers will be able to keep track of alternation ratedsefraents that follow
long vowels separately from the alternation rates of olesiisi after short vowels. In
the experiment that Ernestus & Baayen (2003) report, speakere given bare verbal
roots (e.g.derp), and were asked to add the past tense suffix, whichdig or [-to].
When choosing between the two possible outcoriesp-to] and[de:b-do], the root-final
consonant is guaranteed to be in the coda, and thus its gdaegxpected to interact with

the length of the preceding vowel.
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In conclusion, the Dutch facts highlight two aspects of tmeoty: Firstly, they show
that while natural constraints are used to keep track o€ xrends, there is no necessary
connection between separate trends. If a language givegharhprobability to voicing
coronals than to voicing labials in its lexicon, speakerl ae able to learn these trends
and project them onto novel nouns. Secondly, speakers dyeabte to learn lexical
trends that are stated in terms of natural constraints. Wherlexicon gives a higher
probability to a voicing alternation after high vowels (dher vowel qualities), speakers
will fail to replicate this effect in their treatment of ndvevords. Speakers can only
replicate relationships like the ones between voicing awieV length, since vowel length
is naturally correlated with consonant voicing crossHiisgically, unlike vowel height,

backness, tenseness, or rounding.

4.5 Cloning and the typology of lexical trends

Using an OT-based model to account for lexical trends makedigtions about the
range of possible lexical trends and their relationshiph® tegular phonology of the
language. In this section, the predicted typology is exgapand its correspondence with

the observed range of trends is assessed.

4.5.1 Contrast neutralization and creation

Lexical trends, as | define them here, are observed in deroreaffixed forms. When
a morphological category is expressed overtly by affixataifixation may cause some
phonological process to take place, or block an otherwigelae process (see Pater 2006
for arelated discussion). If the phonological process adoesegularly apply to all eligible
affixed forms, or if the process is not blocked in all eligibliéixed forms, a lexical trend

arises. The two kinds of interactions are schematized i@)(@06d (201).
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(200) Affixation neutralizes a contrast that exists in roots
Inroots: F> M

In affixed forms: some roots require> M, some M>>> F*8

(201) Affixation creates a contrast that doesn't exist in roots
In roots: M> F

In affixed forms: some roots require M, some M> F

The Turkish example previously discussed is of the neatrali type, as in (200):
Generally in Turkish, voiced and voiceless stops contrastvocalically, as in the minimal
pairata‘father’ vs.ada'‘island’, showing that bENT(voice) ranks above *VtV, i.e. B M.

In nouns liketat ~ tad-i, the voiceless [t] of the bare noun becomes [d] when intexioc
showing thatat requires *VtV to rank higher tharbeEnT(voice), i.e. M> F.

Another lexical trend of the neutralizing type is nasal sitibison in Tagalog, studied
by Zuraw (2000). In Tagalog, nasals can be followed by stop&lé roots (e.ggindaj
‘unsteadiness on feet’), but when certain nasal-final sedfixre attached to certain stop-
initial stops, the nasal-stop cluster does not surfacéftdly, and a single nasal stop is
pronounced instead (e.g. /gdigaj/ — ma-migaj ‘to distribute’). Zuraw attributes nasal
substitution to the markedness constraiasSuB (although she is doesn’t commit to its
functional grounding), i.e. a markedness constraint thétteiely violable inside roots due
to high-ranking faithfulness, but the same constraint ra¢iges the nasal/oral distinction
in some affixed forms.

Lexical trends that create phonological contrasts, asGd)2are attested in a number
of Celtic language¥’ In these languages, consonant mutation often creates mamtso

or consonant clusters that are only attested in mutatedsfonever in underived forms

BFollowing Wolf (2008b), | am assuming that the effect of a kesiness constraint M can be limited
to derived environments using principles of OT-CC (McCwr2007a), and without having to hard-wire the
limitation to derived environments into the definition oétbonstraint.

19The following discussion of Irish benefitted from the wisdofriMatt Wolf and Emily Elfner.
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(N1 Chioséain 1991; Wolf 2008a). In Irish, for example, a ragnitial [m] usually
mutates into a nasal glidew], but the mutation is blocked in some words. Singq [
is generally banned in Irish, we can conclude that dutranks faithfulness constraints
such as beENT(cont). In derived environmentsy] is usually allowed, but some words
exceptionally block mutation, such aseid ‘amount’, which does not turn intoweid
Assuming that mutation is due to faithfulness to a floatingtdee, as proposed in Wolf
(2007), Max (float) must outrank for most words of Irist¥° while the exceptions require
*W to rank above M\X (float), leading to an inconsistent grammar that must bdveddy

cloning.

4.5.2 Competing repairs
In addition to the trends that follow the schemata in (200J &201), a third kind
of lexical trend can be caused by exceptional ranking of tithfulness constraints, as

schematized in (202).

(202) Affixation respects markedness by deploying two diffesgdirs
In roots: M> F1, F2

In affixed forms: some roots require B F1>> F2, some M> F2 > F1

A case that can be described in terms of (202) is the zeroedakst tense of English
verbs, as discussed K1.1.2. In English, final clusters of alveolar stops (t, d) act
allowed, so the constraint that bans these clusters, *DDnaominated in the language.
There is no evidence that can bear on how these clusters page@ inside roots: A
hypothetical root such a§pedd] could surface afped], [pend], [pedid], or several other
options. In the past tense, however, compatifigal andd-final roots and their past tense

forms reveals that most verbs repair the alveolar stopeisidty epenthesis (e.ggard +

2ONote that Max (float) is not active in roots, since a hypothetical root wétfloating [-cont] in it could
give rise to [W], contrary to fact. So generally in Irishy*> MAX (float), and the effect of Mx (float) must
be limited to derived environments.

213



d/ — gaidid), while some verbs repair the cluster by deletion (gsgred + d/ — spred).
Verbs likeguiderequire *DD>> MAX > DEP, while verbs likespreadrequire the opposite

ranking of the faithfulness constraints, i.e. *DB DEP > MAX.

4.5.3 Exceptional emergence of the unmarked

The fourth and last kind of lexical trend involves a faitlfess constraint that dominates
two conflicting markedness constraints. In roots, the efiethe markedness constraints is
not felt, due to the overriding faithfulness. In affixed fanmowever, allomorph selection
allows the markedness effect to emerge without a faithBdreost. This kind of lexical

trend is schematized in (203).

(203) Allomorph selection responds to competing markedness®ffe
In roots: F> M1, M2

In affixed forms: some roots requirex M1 > M2, some F> M2 > M1

Trends that are structured as in (203), where there is ndfdifiiess cost to the irregular
behavior, are expected in irregular allomorph selectiamcéallomorphs are selected with
no faithfulness cost (Mascard 1996 et seq.), the effeciftdrdnt markedness constraints
can emerge.

One case that is described in the terms of (203) is pluratrediph selection in Hebrew
nouns (see chapter 3 for a full discussion). Masculine nasoslly take the masculine
plural affix 4m, but some masculine nouns exceptionally select the femipiaral affix
—ot. Most of those exceptional nouns have [0] in them, which Igasg is done to satisfy
LICENSHO), a markedness constraint that requires unstressea [bg tlicensed by a
stressed [0]. Since Hebrew roots allow unstressed [0] imtfieely, faithfulness outranks
LiceNsHO) generally in the language. In affixed forms, regular reotake—im due to
MATCH(gender), a morphological markedness constraint thainegjthe masculine suffix
on masculine stems, so for those noung;idH(gender)s>> LICENSEHO0). Masculine nouns

with [0] in their root that select the femininetrequire LCENSHO) > MATCH(gender).
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An example that does not rely on morphologically-orienteshstraints, only on
phonological ones, comes from the Turkish aétidtees 1961; Napikoglu & Ketrez 2006).
This verbal suffix shows up in three forms, shown in (204). drstribution is regular in
all but CVC roots that end iqr, |, n}. The aorist suffix is simply [r] after vowel-final
stems of any length; it is [-Iff after poly-syllables that end in a consonant; and [-Er]rafte
mono-syllables that end in an obstruent or glide. For mojiladsic nouns that end ifr, 1,

n}, some roots take [-Ir], and others take [-Er].

(204)  shape of stem Affix Examplés
V-final -r de-r, ye-r, uyu-r, bfa-r
C-final poly-syllables -Ir gerek-itfalif-ir
Obstruent-final mono-syllables -Er bit-er, op-er
-Ir kal-ir, gor-ur

{r, 1, n}-final mono-syllables
-Er dal-ar, or-er

The analysis in terms of markedness is fairly straightfedvance some simple
assumptions about Turkish stress are made. In line with $161/895a), | assume that
stress in Turkish, which by default falls on the word-finallalyle, is trochaic, meaning
that the stressed final syllable is in a foot by itself. Litdeeported about secondary stress
in Turkish, but assuming it shows up on every other syllabbenfthe ultima, a mono-
syllabic stem like [bit] shows up in the aorist with an ungatsyllable: bi(t-ér). Longer
stems will have another foot before the stressed one: Y&ei. In other words, both
[-Er] and [-Ir] show up inside the strong foot of the word (thain stressed foot), but [-

Er] additionally demands to be in the initial, or leftmosbof®f the word. To ensure that

21l am indebted to Matt Wolf and John Kingston for their helplie following analysis.

22The capital | represents a high vowel that gets its backmegsa@undness from the preceding vowel.
The capital E represents a non-high unrounded vowel thatigeiacknes from the preceding vowel.

ZGlosses: say, eat, sleep, begin / need, work / finish, kiss/ ste / dive, knit.
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[-Er] only appears when it's inside the leftmost foot of therd, it is subcategorized to
the categorical alignment constraint lsNL-BY-FOOT,?* which requires that no foot be
preceded by another foot in the word (McCarthy 2003). In msyltables, AIGNL-BY-
FOOTIis equally satisfied by [-Er] and [-Ir], and the decision ispad down to 86/HIGH, a

constraint that penalizes stressed high vowels (205-206).

(205)
/gerek +{-Er, -Ir}/ ALIGNL-BY-F_g, *G/HIGH
a.[d (gere)(k-ir) *
b. (gere)(k-€r) *
(206)
/bit + {-Er, -Ir}/ ALIGNL-BY-F_g *6/HIGH
a.  bi(t-ir) *!
b. O bi(t-ér)

In mono-syllables that end {r, |, n}, the constraint that penalizes stressed high vowels
conflicts with a constraint that penalizes non-high vowed$wieen sonorants, *RER.
The sonorantdr, I, n} have a high first formant, like low vowels, so *RER enforces
dissimilation in the height of the first formant, penalizitige lack of contour created by

a sequence of sounds with a high first form2nt.

24This subcategorization of an affix to a markedness constisidistinct from constraint cloning, and
belongs to the realm of prosodic morphology. For a more fas@xample, compare the subcategorization of
the Tagalog infix -um-to AIGN-L-BY-g in McCarthy (2003).

ZThe interaction between sonorants and vowel height iseetsewhere in Turkish: Coda, |, n} lower
a precedingq] to [&] across the board — presumably an assimilation effect. A®eted when the same
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(207)

ALIGNL-
/kal + {-Er, -Ir}/ *RER *6/HIGH
BY-F_gr
a.[d ka(l-ir) *
b. ka(l-ar) *|

CVR roots that take [-Ir], likekal, require *RER> *6/HIGH, while CVR roots that
take [-Er], likedal, require the opposite ranking. This in turn will lead to thening of

*RER. The ranking arguments are summarized in (208).

(208)
ALIGNL-
*G/HIGH *RER
BY-F_g;
a. gerek-ir- gerek-er W L
b. bit-er>- bit-ir W
c. dal-ar>- dal4r W L
d. kal4r > kal-ar L W

Once ALIGNL-BY-F_g, is installed in (208), and the first winner-loser pair is rewxd
from the Support, the conflict betwee/HIGH and *RER is apparent. Note that no
faithfulness cost is associated with the selection of tlmadrphs of the aorist, and all the

work is done by ranking general and lexically-specific mdreass constraints.

phonetic factor causes both dissimilation and assimitaiticthe same language, the dissimilation affect is
more restricted: Dissimilation is operative only in allomb selection in verbs.
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It might be worth noting that the distribution of the Turkiahbrist is irregular only in
those cases where one sonorant from the aorist suffix andooioesst from the root flank
a vowel. In other words, the irregular pattern is not phogaally arbitrary. My UG-
based analysis expresses this non-accidental nature dfistréoution by the use of the
markedness constraint *RER.

The Turkish case is parallel to the analysis of the Englishyeffered above, which
crucially relies on the fact that the past tense consists @fi\eeolar stop and that the verbs
that exceptionally don't take it end in an alveolar stop. Tm&ribution of the lexical
exceptions is not phonologically arbitrary, but ratheddais from a constraint against

clusters of alveolar stops.

4.6 Conclusions

This chapter presents a theory of speakers’ knowledgeagfutar morphology. | claim
that speakers use an Optimality Theoretic grammar to ifyeimtegular patterns in their
lexicon and extract partial phonological regularitiesnfrat. The theory relies on the
Recursive Constraint Demotion algorithm (Tesar & Smolgnk&98, 2000; Tesar 1998;
Prince 2002), augmented with a mechanism of constraintrgjaiPater 2006, 2008b).

Once it is discovered that different lexical items requiiéedent constraint rankings,
a constraint is cloned, and each clone lists lexical itentk wi As the speaker learns
the words of their language, lexical statistics are grdgualilt into the grammar. The
resulting grammar is able to give consistent behavior tedistems, and also project the
trend that is created by the listed items stochasticallg antvel items.

| offer a formal theory of cloning, which involves the “legstipulated column” metric
for identifying constraints to clone, augmented with “magk, which is a measure for
preventing double-dipping, ensuring that lexical trends i@presented correctly in the
grammar. | formalize the learning algorithm as a variant @ORwith error-driven

learning, including a method for finding underlying reprasd¢ions. In order to make
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lexical statistics available to the grammar, the learnestrmake sure that these statistics
are not buried in the lexicon via the assignment of abstradetlying representations to
roots. | present an algorithm for minimizing the informatia the lexicon by assuming the
surface form of the base as the underlying representati@hbg minimizing the number
of allomorphs that affixes have. Minimizing the informatiorunderlying representations
has as a necessary consequence the attribution of morenation to the grammar.

The use of the constraints of Optimality Theory to expresié trends predicts a
typology of trends. | explore this typology and show thatadlits predictions correspond

to observed lexical trends.
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CHAPTER 5
CONCLUSIONS AND FUTURE DIRECTIONS

5.1 Summary of the dissertation

This dissertation started with two empirical observatiabsut two biases that humans
have in their treatment of their lexicon: They ignore unnalunteractions between
phonological elements (chapter 2), and they state gematiains based on the surface
properties of lexical items (chapter 3). These observatiware taken as evidence for
a model of grammar that has built-in expectations about #taralness of phonological
operations, and that states phonological generalizatiotesms of constraints on surface
forms. As it happens, Optimality Theory (Prince & Smolen$R@3/2004) is such a model,
and this work developed an OT-based model for learning &dyispecific phonology and
for projecting the learned statistics onto novel items ftbe4).

In Turkish, voicing alternations affect stem-final stopsome nouns (e.dat ~ tad-
i ‘taste’), but not in others (e.@t ~ ad-i ‘horse’). While it is not predictable whether
any given lexical item will voice or not, voicing alternatie are tightly correlated with
the phonological shape of nouns when averaged over theolexiSpecifically, voicing
alternations are correlated with the size of nouns, withidieatity of the final stops, and
with the height and backness of the noun’s last vowel. Whamlag their language,
Turkish speakers don't content themselves with learniegotthavior of individual items;
they also learn about correlations between the shapes asramd the likelihood that they
will display voicing alternations, and when given a novelinpthey match its likelihood of
alternation to the likelihood of alternation of similar mmu The question was what nouns

count as being similar to the given novel noun. It turned bat the size of the noun and
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the identity of the final stop were used in assessing siryldrut the quality of the noun’s
last vowel was ignored.

The notion of similarity that humans use, then, is biaseddticea some aspects of
phonological structure and ignore others. | claimed thds ihot a coincidence that
universally, vowel quality never affects the voicing of aigidoring consonant, but
rather that this is due to Universal Grammar. Since UniteBsammar doesn't have
a mechanism that correlates vowel quality with obstruenting, this correlation is
absent both from regular phonological processes crogstBtically and from irregular
phonological patterns of exceptionality in individual garages. In Optimality Theory, the
observed array of phonological processes follows from thecture of CON, the set of
universal constraints. By deriving irregular patterns xéeptions from this same set of
constraints, the generalization about the natural pattgiwf exceptions is predicted.

In Hebrew, the plural marker on nouns has two allomorplirs, and -et. While in
some contexts the choice of allomorph is morphologicalhwitn being masculine and
—ot feminine, the choice is also phonological. Masculine nowitk [0] in their stem are
more likely to select et than masculine nouns that don’t have [0]. This irregulatgrat
was captured in OT in terms of lexically-specific rankingsnarkedness constraints. Since
markedness constraints assess output forms only, the @Utcpredicted that the choice
of allomorph depends on the presence of [0] in the plural stehout any regard to the
vowels of the singular stem. Because nouns that have [oFin ptural stem also have [0]
in their singular stem, Hebrew doesn't offer speakers exvideabout which stem matters,
and speakers could learn Hebrew equally well by genergliauger vowels of plural stems
or over vowels of singular stems.

To see which stem speakers look to in their generalizatiblebrew speakers were
taught one of two languages in an artificial language expErtnOne language pairedt-
with plural stem [0], and another pairedt-with singular stem [0]. In both languages,

vowel changes that are absent from real Hebrew restricled gppear only in the singular
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stem or only in the plural stem for any given paradigm. Spesalere more successful
learning the language that pairedt-with stems that have [0] in the plural, as predicted by
the analysis that uses markedness constraints.

The formal properties of the proposed OT-based model wepbreed and motivated
in chapter 4. In this model, the inconsistent behavior ofclaxitems under affixation
gives rise to conflicting rankings of universal constrairfteese rankings in turn are used
to classify the lexical items involved by cloning consttaiand listing lexical items with
clones. The resulting grammar captures the behavior of kni@ms, so they can be derived
to correctly produce adult forms, and it also uses the kedatumbers of the recorded items
to apply probabilistically to novel items, as humans do.

The analysis of Turkish in chapter 2 had to proceed in whateldd¥999) calls “inside-
out” fashion, i.e. assuming that the base is identical tsitdace form, without using
properties of derived forms to enrich the underlying formtlod base. This move was
generalized to a claim that universally, the underlyingrf@f the root is identical to the
surface form of the base, and that abstract underlying f@aradimited to affixes. The
implications for Turkish and a variety of other languagesenexplored. Finally, the range
of exceptionality that was predicted from the use of marksdrand faithfulness constraints

was explored and shown to be fully instantiated.

5.2 Future directions
This final section explores some of the broader ramificatadriee proposals made in
this dissertation, specifically with regard to the prediataturalness of lexical organization

and the concomitant revised view of morpho-phonologicalysis.

5.2.1 Unnatural phonology
It was seen that Turkish speakers do not project the effettvibwel quality has on

stop voicing in their lexicon onto novel items, and | haverked that this is due to the
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unnaturalness of the correlation. | have also shown thatethalts in Ernestus & Baayen
(2003) are instructively similar: Dutch speakers projbet ¢ffect of vowel length on stop
voicing, but not the effect of vowel quality. Looking at réguphonological phenomena
in the languages of the world, it is seen that vowel lengthredates with stop voicing,

but vowel quality does not. Naturalness, it is claimed, apiees the range of possible
phonological interactions, and this in turn predicts thege of regular and irregular
phonology.

The claim that all phonology is natural, however, is conérsial. Pierrehumbert
(2006) shows that English velar softening (e.glectri[k] ~ electri[s]ity) is extended
by speakers to novel items, yet this process is unnaturagéngihat it has never been
observed as a regular process in any language. The viewhbabogy is not necessarily
natural is taken by Evolutionary Phonology (Blevins 2004set|.), where naturalness
only affects diachronic change, but not synchronic gramnfamore nuanced view is
offered in a study of Hungarian vowel harmony by Hayes ettalappear), who show that
Hungarian speakers project both natural and unnaturalgream their lexicon, but that the
unnatural trends are projected more weakly than the nadued. In an artificial language
experiment, Moreton (2008) finds that speakers are biaskdto natural generalizations
more successfully, but unnatural generalizations areéshas well. Similarly, Kawahara
(2008) argues for a model of synchronic grammar that consbirsgural and unnatural
constraints.

Ultimately, the question is an empirical one: In what sitmag does naturalness bias
the behavior of speakers, and to what degree? The answezdifethis work, namely that
naturalness can prevent any learning of some aspect ofxtwete may turn out, with the

accumulation of more evidence, to be too strong to be fullyegal.
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5.2.2 The search for underlying representations

A necessary component of making lexical trends availablehéogrammar, | have
shown, is assuming that roots always have surface-truerlyimderepresentations. This
approach was taken in Hayes (1999), who went as far as to sudggag away with
underlying representations altogether, based on evid#ératespeakers of Yigi do not
use derived forms to build consistent underlying represents for roots. Similar claims
about the role of the surface forms of bases were made ingkib{2008), mostly based
on evidence from historical change that suggests the ptstimg of the grammar after the
loss of phonological material from roots.

This approach contrasts sharply with the tradition in getiez linguistics, which looks
to bases and derived forms to glean information about uyidegrrepresentations of roots,
with the stated goal of making the grammar as regular and rergleas possible (see e.g.
chapter 6 of Kenstowicz & Kisseberth 1979, and more recémtdden 2005). This model
of the grammar has been explored formally under the rubfissrgery or contrast analysis,
using paradigmatic information to piece together an abstaderlying representation
(Tesar et al. 2003; Tesar 2004; Alderete et al. 2005; Tes@;2derchant 2008). The
goal of reaching a consistent grammar also informs the @gprtaken in Boersma (2001),
Apoussidou (2007), and Jarosz (2006).

The evidence, it seems to me, is squarely on the side of thbeedan'’t allow abstract
underlying representations for roots. Speakers use graicah#ools to predict derived
forms from the surface forms of bases, and the (partiallgdigtable information that
speakers have should be made available to the grammar, &ihd relegated to the lexicon
via abstract underlying representations. This is not totsayever, that the issue is closed.
Specifically, two thorny issues remain: The role of undedyiepresentations in the proper
treatment of opacity, and their role in the treatment of aecé phonology.

Opaque generalizations are ones that depend on some grop#éne UR, not on the

surface form. For example, Beduin Arabic allows [a] in opgllables only in syllables
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that were opened by epenthesis, and not in syllables thatpae via a faithful parsing of

the input (McCarthy 2007a). The learning mechanism offanehlis dissertation would not

be able to learn such a generalization. There is hope, haytbe¢ a mechanism along the
lines of the “free ride” algorithm (McCarthy 2005) could lmeorporated to give the learner
access to such hidden generalizations. Moreover, litkav about speakers’ behavior
when faced with the need to learn both irregular phonology@maque phonology in the
same language, and hence any attempt to reconcile thessp&ota of phonology should
be accompanied by an attempt to collect the relevant enapaigdence.

Another challenge for a theory that rejects the possibdityion-surface-true under-
lying representations for roots comes from the range of pimema known as sentence
phonology. In Chizigula (Kenstowicz & Kisseberth 1990); flastance, some words that
have a Low tone throughout in isolation will appear with a lHigne after the copulai,
and some other words will appear with a falling tone afterdame copula. Kenstowicz
& Kisseberth (1990) use these alternations to motivateaattsinderlying representations
that include tones that never get realized in their undeglyiosition. The challenge to the
learner and to the analyst is the need to attribute the chiarthe surface forms of words
to some phonological element of the phrase, and since theo$ighrases is unbounded,
the range of hypotheses to entertain is also, at least osifiist, unbounded.

It is instructive, perhaps, that word-level phenomenarofezapitulate the phrase-level
phenomena: In Chizigula, the appearance of a contrast batingh and falling tone is also
seen word-internally under prefixation. This means thasgeaker can first learn a certain
amount of word-level phonology from the prefixes and suffiaetheir language, and if
they can generalize these lessons to inform their hyposheseut the phrasal level, then
perhaps most of the work will be done. Additionally, the rard non-local phonological
interactions between words at the phrase level is essignlilsited to tone; all other
phonological features can only cross word boundaries il loteractions via assimilation.

These facts suggest that the space of hypotheses that thikeeseas to search is not, in
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fact, unbounded at the phrasal level, and that the spaceeclamited by language-specific
learning of the word-level phonology and by universal exgigons about the range of

phenomena that are accessible to the phrasal phonology.

5.2.3 Issues in lexical organization

The phonological analyses offered in this work incorporatgreat deal of lexical
information into the Optimality Theoretic grammar, in therh of constraint clones that
are associated with lists of stems. One wonders, then, whiagifull range of interactions
that should be admitted between lexical items and the granand how these are learned.

Widely used and essentially uncontroversial are congtéivat refer to lexical classes
such as nouns (see Smith 2001 for a review). The need forsgdéxific grammars has also
been widely recognized in the literature, starting with ainalysis of Tagalog infixation in
terms of affix-specific alignment constraints (Prince & Semsky 1993/2004; McCarthy
2003), and expanding to other domains of prosodic morplykgin, e.g. Flack (2007hb),
Gouskova (2007), ang#h.5.3 above. In these cases, the grammar is enriched wéterefe
to morphological categories such as “noun” or “benefattikiat are needed elsewhere in
the grammar, and are thus not assumed to add much of a burtdenlearner. However, a
formal mechanism for learning these constraint indexatistyet to be proposed.

Making a connection between the grammar and an arbitratyofidexical items,
however, has also been proposed under the name of lexiadfisation (Itd & Mester
1995, 1999, 2003; Kawahara et al. 2003; Féry 2003; BeckBB2Gelbart 2005; Rice
2006; Jurgec 2009, among others). The association of grasnmitn arbitrarily defined
lists of items is conceptually akin to the treatment of lekiexceptions offered in this
dissertation, and perhaps these two areas of phonologydshethandled with the same
theoretical machinery. Much of the work on lexical stra#fion is interested in the
clustering of phonological properties, such as the charaettion of Yamato Japanese

by several different phonotactic restrictions, whereagtd exceptions as defined in this
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dissertation involve just one phonological process. Iflitis of items that are associated
with different clones are biased to be similar to each ottiem maybe the clustering of
phonological properties could be derived: Being exceptiamone way will bias towards
being exceptional in some other way, thus creating phomcddlg-defined clusters in the

lexicon.

5.2.4 Lexically-specific grammars and phonotactics

This dissertation focuses on paradigmatic relations betweords, using them to learn
a grammar that derives one morphological category fromhanpthis learning happens
separately from what the speakers learns about the statiwpdictic generalizations about
their language. This is possibly a shortcoming of the thesince morpho-phonological
alternations have been claimed to recapitulate the photicgaof the language (“the
duplication problem”, Clayton 1976; Kenstowicz & Kissetbed977), and Optimality
Theory is expected to be able to unify these two aspects gqittbhrology (McCarthy 2002;
pp. 71-75).

An interesting idea in this direction comes from CoetzeeD80who suggests that
phonotactics are learned by promoting word-specific clafégithfulness constraints one
by one, instead of promoting lexically-neutral constrajrats is generally practiced. It is
possible that this approach can be shown to produce theeattkimds of knowledge that

speakers have of the the phonotactics of their languagéhisuwork is yet to be done.
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