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Abstract

Some sublexical statistical regularities of Turkish phawctics are productively extended in
nonce words, while others are not. In particular, while stojzing alternation rates in the
lexicon can be predicted by the place of articulation of tieensfinal stop, by word-length,
and by the preceding vowel quality, this stop-voicing aétion is only productively condi-
tioned by place of articulation and word-length. Speakegsponses in forced-choice and
production tasks demonstrate that although they are attianéne place of articulation and
size effects, they ignore preceding vowels, even thoughettieon contains this informa-
tion in abundance. We interpret this finding as evidencegpabakers distinguish between
phonologically-motivated generalizations and accideggaeralizations. We propose that
Universal Grammar, a set of analytic biases, acts as a filiethe generalizations that
humans can make: UG contains information about possiblénapassible interactions be-
tween phonological elements. Omnivorous statistical Hsotiet do not have information
about possible interactions incorrectly reproduce actalegeneralizations, thus failing to
model speakers’ behavior.
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1. Introduction

Learners and language users can and often do use stafstigarties of linguistic input
to discover hidden structure and make predictive genaitédizs about newly-encountered
items (e.g. Coleman & Pierrehumbert (1997); Bailey & Hah@O®); see Saffran (2003),
Hay & Baayen (2005), Chater & Manning (2006) for recent oi@mg). While these abili-
ties to track statistical regularities in the input appeene very powerful, at the same time
they also appear to be constrained: some patterns are namliyrdetected and used than
others. For example, Bonatti et al. (2005) found that acedtriers exposed to artificial
grammars were much better at extracting transitional foitibaregularites over conso-
nants than equally matched transitional probabilites ewvgrels, suggesting that learners
preferentially pay more attention to statistics within sonantal frames. In a study of in-
fant learning of phonotactic patterns, Saffran & Thies&808) showed that infants learned
statistical patterns that grouped together /p/, /t/, [k/. (koiceless stops) as a class of items
comprising the first sound in artificial word tokens much &ethan patterns that grouped
Ipl, 1d/, Ikl as this class, again suggesting that stadiisié@arning may be less efficient when
the regularities are inconsistent with natural languagesire.

In this paper, we examine a number of predictive statisfitainotactic regularities found
within the Turkish lexicon, some natural and some unnatfraah the point of view of
phonological typology, and examine whether they are alt kegk of and used to an equal
extent in on-line judgement tasks involving novel words. &yamining whether adult
speakers of a language with robust statistical regularitidl detect and extend the use
of unnatural patterns in generalization tasks, we can geopotential evidence for the role
of analytic biases as active filters on extraction of sulsiExgtatistics.

Voicing alternations in Turkish are observed at the rigldesdof nouns, as in (1). Nouns
that end in voiceless aspirated stop in their bare form, agdhe pre-palatal stoﬁ*[], can
either retain thatﬁh] in the possessive (1a-b), or th@hl of the bare stem may alternate
with the voiced §] in the possessive (1c-d).

Turkish orthography doesn't represent aspiration, aspréslictable from a combination of voicing and
morphological structure. For a discussion of laryngeatuiess in Turkish, seg4.1.



1) bare stem possessive

a. an alf"-i ‘hunger’

b. anah anafM™-i ‘female cub’
c. tan ta-i ‘crown’

d. amah amag-i ‘target’

Turkish exhibits a contrast between the voiced s{bpd, 35 g] and the voiceless aspirated
stops[p", t", ffn k"] in onset position, e.gt"er ‘sweat’ vs. der ‘give-aorist. In coda
position, however, the contrast is lost, with stops appgaroiceless and aspirated through
complete phonetic neutralization (Kopkalli 1993; Wilso®03). This restriction on the
distribution of voiced stops applies productively to loamds, e.grop” ‘dress’ < French
robe \Voiced coda stops are allowed in the initial syllable of therd, e.g.ad ‘name’ or
abla‘older sister’, and in a limited number of exceptional wards

When nouns that end in a voiceless stop are follwed by a vovitedt suffix, the final stop
may surface with its voiced counterpart, e@)d‘ ‘club’ vs. the possessed forr@ob-u
‘club.3sG; however, when followed by a consonant-initial suffix, theal stop remains
in coda position and thus stays voiceles%)d‘—lar ‘club.plural’. This alternation occurs
in 54% of the nouns of the language (Inkelas et al. 2000), gudiess productively to
loanwords, e.ggurug’ vs.gurub-u‘group.3sG. For the remaining 46% of stop-final nouns,
the stop is voiceless in all suffixed forms of the word, sap' ~ sop'-u ‘clan.3sG’ ~ sop'-
lar ‘clan.plural’.

The velar stopgk",g] contrast in onset position, e.gok"ak” ‘street’ vs.gaga ‘beak’. In
word-final position, they neutralize to the voiceless didj. While post-consonantal do-
rals, as irrenk' ~ reng-i ‘color’, display the general process of voicing alternatimtervo-
calic velar stops undergo deletion rather than voicing wieen nouns ending ipostvocalic
velar stop are followed a vowel-initial suffix, the velargtieletes e.getek ~ ete-i‘skirt’
(Zimmer & Abbott (1978), Sezer (1981)). Since voicing altion and deletion are in
complementary distribution, depending on the segmentgretedes the final dorsal, we
treat the two processes as one. Additionally, as will be shioglow, whether a noun stem
shows the KJ alternation or not is correlated with the same type of subédstatistics as
other stop consonant alternations, thereby justifyingifiathtreatment for the purpose of
the current experimental inquiry.



The distinction between alternating and non-alternatingssis traditionally captured within
generative phonology as the difference between an undgrixdiced stem-final stop in the
case oféq?oph ~ %ob—u and an underlying voiceless stem-final stop in the cassogf

~ sop'-u, with the underlying contrast being neutralized in wordficoda position (Lees
1961). While the difference between alternating and nter@éting nouns may be captured
in a variety of alternate theoretical frameworks which dbinoorporate the possibility of
underlying representations (e.g. via reference to idengiiations vs. lack thereof among
surface forms alone (Burzio 2002; Albright 2008), it is cl#zat under any way of repre-
senting morphophonemic alternation, Turkish nouns fadl two distinct classes of words,
one of which alternates and one of which doesn't.

Whether the final stop of a given noun will or will not altereas unpredictable. How-
ever, the noun’s size strongly correlates with its statusistMnonosyllabic nouns do not
alternate, while most poly-syllabic nouns do. Sectji@ndiscusses several other factors that
correlate with voicing alternations, and shows that Turlsgeakers use only a subset of the
available factors: They use the noun’s size and the placdiofiktion of the final stop, but
they do not use the quality of the vowel that precedes the yfinad stop. A back vowel be-
fore a word-final ﬁh], for instance, correlates with more alternations, bukiBlr speakers
seem to ignore this correlation. This language-specifi,epattan be understood given a
cross-linguistic perspective: Typological observatioosmmonly correlate the distribution
of voice with a word’s size and a consonant’s place of aritiah, but rarely or never with
the quality of a neighboring vowel. Indeed, speakers angctaht to learn patterns that
correlate vowel height with the voicing of a neighboring sonant (Moreton 2008).

From a cross-linguistic perspective, it is unsurprisingt thono-syllabic nouns would be-
have differently from poly-syllabic nouns with respecthe woicing alternation. Initial syl-
lables are often protected from markedness pressuresjrghawvider range of contrasts
and an immunity to alternations (Beckman 1998). SpecifidallTurkish, the privileged
status of the laryngeal features [voice] and [s.g.] inahigiyllables is not only seen in voic-
ing alternations. Generally in the language, a coda stdpweld by an onset stop will sur-
face with the laryngeal features of the onset stop {s.fjib.dat ‘despotism’ *is.t"ip".dat),
but a coda stop in the initial syllable may surface with ilddpendent laryngeal specifica-
tion (e.g.mak".bul ‘accepted’ eb.k"em‘mute’).

The backness of a neighboring vowel, however, is never seeetract with a consonant’s
voicing. While such a connection is mildly phonetically g#ble (vowel backness corre-



lates with tongue-root position, which in turn correlateishwoicing), there is no known
report of any language where consonant voicing changeshdamgeon the backness of a
neighboring vowel, or vice versa. Given this gap in the ursgkinventory of possible
phonological interactions, it is no longer surprising timaTurkish, speakers show no sign
of using vowel backness as a predictor of voicing altermatio

In Optimality Theory (Prince & Smolensky 1993/2004), typgical observations are en-
coded in the structure of the universal inventory of coiiistss( CON). The constraints and
their interactions produce all and only the observed soatigms of the world’s languages.
The preferred status of initial syllables is encoded witlketeo$ faithfulness constraints spe-
cific to initial syllables. The lack of interaction betweeawel backness and voicing is
encoded by the exclusion of constraints from CON that refeptme value offback] next

to some value offvoice], e.g. *f+back][+voice]. In the absence of such constraints, there
is never a reason to change one of these features in the peesithe other, and the lack of
interaction is predicted. The account of the Turkish factsred here capitalizes on these
aspects of CON, while remaining agnostic about the mecimattiat excludes these con-
straints, be it by assuming an innate set of constraintsga®ben assumed since Prince &
Smolensky 1993/2004, and in the context of learning by T&s@molensky 1998, 2000;
Tesar 1998; Prince 2002; Hayes 2004; Jarosz 2006; Tesan&dP2006 among others), or
by a mechanism of constraint induction (as in Hayes & Wils6@& Flack 2007).

We propose a version of Optimality Theory where the pattdrimdividual lexical items
is recorded in terms of lexically-specific constraint rangd (cf. Pater 2006, 2008; Anttila
2002; Inkelas et al. 1997; Itd & Mester 1995; Coetzee 2088)oun with a non-alternating
final stop, likeanai" ~ anaif"-i, is associated with the rankingENT(lar) > *V {fV, mean-
ing that faithfulness to laryngeal features outweighs tlagkexdness pressure against voice-
less intervocalic palatal stops. A noun with a final alteingastop, Iike,stmat};h ~ ama{g—i, is
associated with the opposite ranking, i.eﬁ'\Y/ > IDENT(lar). This assumes that the final
stop in ama?“ is underlyingly voiceless and unaspirated, and that itasas unfaithfully
in ama@-i, contrary to the traditional generative analysis of Turk{sees 1961; Inkelas &
Orgun 1995; Inkelas et al. 1997). This aspect of the analygifscussed and motivated in
64,

Given this approach, the pattern of mono-syllablic nou'ke,a{f“ ~ a%—i, can be recorded
separately from the pattern of poly-syllabic nouns, by gsirfaithfulness constraint that
protects the laryngeal features of stops in the base’slrsiillable, bENT(lar);;. The



existence of constraints in CON that are specific to iniydbbles allows Turkish speakers
to learn separate lexical trends for monosyllabic and gtibisic nouns. On the other hand,
in the absence of universal constraints that relate laginigatures and vowel backness,
the backness of the stem-final vowel cannot be used in remptte pattern of any lexical
items, and this aspect of the lexicon goes ignored by spgaker

To encode lexically-specific constraint rankings, the ioeref Optimality Theory used here
is one augmented by a mechanism of constraint cloning (Rat&, 2008). In this theory,
language learners detect that their language requiressitpp@ankings of a pair of con-
straints, and then clone one of those constraints. In thkiSfucase, speakers realize that
some lexical items requir@ENT(lar) > *VEV and some lexical items require the opposite
ranking. They clone one of the constraints, sagNT(lar), and then non-alternating nouns
are associated with the clone afanT(lar) that ranks over *‘@V, and alternating nouns are
associated with the clone that ranks undefi¥v/

The resulting grammar contains two lists of nouns, as e@é'nyal noun of Turkish is listed
under one of the clones obENT(lar). Since most?—final nouns do alternate, most nouns
will be listed with the clone that ranks below ﬁw Now suppose a speaker encounters
a novel noun in its bare form, and they are required to prodoegossessive form. The
grammar allows the final stop to either alternate or not radtir, but the alternating pattern
is more likely, since more nouns are listed with the cloneoENT(lar) that ranks below
*VEV. Cloned constraints allow speakers to reach a grammardcatrds the pattern of
known items, and then project that pattern probabilidiicahto novel items.

The full analysis of Turkish will involve the general faithhess constraintdenT(lar) and
the more specificDENT(lar)y1, to protect final stops from becoming voiced, and addition-
ally Max and MAaX 41, to protect final dorsals from deleting (s¢&6). These faithfulness
constraints conflict with a series of markedness consgragainst voiceless stops, either
between two vowels (*VpV, *VitV, *\EV, *VKV) or between a sonorant consonant and a
vowel (*RpV, *RtV, *REV, *RkV). Each stop-final noun of Turkish is listed under arpai
of conflicting constraints, or equivalently, each pair offlicting constraints accumulates
a list of lexical items, and this listing allows the speakeptoject the lexical statistics onto
novel nouns.

Speakers’ ability to project trends from their lexicon ontavel items is a well-established
observation (see Zuraw 2000, Albright et al. 2001, Erne&tuBaayen 2003, Hayes &
Londe 2006, among many others). The novel observationeaffhere, that only Universal



trends are projected, does find support in previous work. $tudy of voicing alterna-

tions in Dutch, Ernestus & Baayen (2003) show that speakmijegi the rate of alterna-
tion of different stops based on their place of articulatipust like the Turkish speakers.
Ernestus & Baayen’s (2003) report of the vowel effects itrircdive: In the lexicon, stops
alternate more following long vowels and less after shovtels. Following the high vow-

els of Dutch, which are all short, stops have an intermediie of alternation. In their

experiment, however, speakers projected and strengthitbeeswel length effect, prefer-
ring more alternations after long vowels. Speakers did ngjept the vowel height effect,

choosing alternations equally frequently after short Vswleat are either high or non-high.
Given our proposal, this result is not surprising: As mamgit above, vowel height is uni-
versally not expected to interact with voicing. The prefiee for longer vowels before
voiced consonants, however, is well-attested (Denes 1B&&rson & Lehiste 1960; Chen
1970, among others). The absence of observed lengthenfogebmiced consonants in
some languages lends support to the view that the lengthénaontrolled by the grammar
in terms of durational specifications (Keating 1985; BudeStel-Gammon 2002), and
thus can enter into speakers’ learning of lexical trends.

The theoretical contribution of this work is two-fold: (ay¢&lates the projection of language-
specific lexical trends to cross-linguistic patterns ofpdiogical interactions, by deriving
both from the inventory of universal constraints in CON, @ndt offers an OT-based gram-
mar that applies deterministically to known items, and gty lexical trends directly from
those items onto novel nouns.

2. Turkish lexicon study

The distribution of voicing alternations in the lexicon afirkish depends heavily on the
phonological shape of nouns. For instance, while the fingd # most mono-syllabic
nouns does not alternate (2a), the final stop in most poladsigl words does alternate with
its voiced counterpart (2b). This section offers a detajjedntitative survey of the Turkish
lexicon, based on information from the Turkish Electronicihg Lexicon (TELL, Inkelas
et al. 2000).



(2) Bare stem Possessive

afM-i ‘hunger’
b. ama" amag-i ‘target’

Several phonological properties of Turkish nouns will becdssed, showing that four of
them correlate with stem-final alternations: (a) the nowize (mono-syllabic vs. poly-
syllabic), (b) the place of articulation of the stem-finast(c) the height of the vowel that
precedes the stem-final stop, and (d) the backness of tha vow

TELL lists a total of about 30,000 nouns, verbs, and adjestiNouns are listed with their
bare citation forms and with four suffixed formsg&.possessive, accusative, professional,
and 1scG predicative). While the entries were collected from a \grid extant dictionaries,
the listed forms were produced and transcribed by a nateaksp.

Of the 3002 nouns in TELL whose bare stem ends in a voicelepsaimost 90% are poly-
syllabic, and in most of those, the final stop alterna{83. The rate of alternation is much
lower for monosyllables, especially in those with a simpiega®

®)  size n % alternating
Monosyllabic, simplex coda (CVC) 137 11.7%
Monosyllabic, complex coda (CVCC) 164 25.9%
Polysyllabic (CVCVC and bigger) 2701 58.9%

The distribution of alternating stops also varies by the@laf articulation of the word-
final stop (4). Most word-final labials, palatals and dorsdls alternate, but only a small
proportion of the final coronals do.

2Some nouns in TELL are listed as both alternators and nemraitors. In calculating the percentage of
alternating nouns, such nouns were counted as half altesn@ithough in reality it's entirely possible that the
actual rate of alternation is different from 50%). Therefdhe proportion of alternating nouns is calculated by
adding the number of alternating nouns and half the numbeaafiating nouns, and dividing the sum by the
total number of nouns.

30ur discussion of alternation rates, here and throughaup#per, is based on type frequncies. Since
we did not have access to lexical statistics in Turkish, weno& confirm that there are no effects of token
frequencies. Itis, however, a well-established obseswatiat novel word tasks are sensitive to the types in the
lexicon, and ignore token frequencies (Bybee 1995; Allirgghlayes 2002; Hay et al. 2004).

“Dorsals delete post-vocalically, sg& 6 for discussion.



(4 Place n % alternating

Labial (p) 294 84.0%
Coronal (t) 1255 17.1%
Palatal {) 191 60.5%
Dorsal (k) 1262 84.9%

While longer words correlate with a higher proportion okattating nouns, size does not
affect all places equally (5). In all places, CVC words aitge less than CVCVC words, but
the pattern of CVCC words is not uniform. For labials and fad$éa a majority of CVCC
words alternate, patterning with the CVCVC words. For thesdls, the CVCC words
pattern together with the shorter CVC words, showing a mioglegportion of alternators.
Finally, the coronals show a very minor place effect, with@¥words actually having a
slightly higher proportion of alternators than either lengr shorter words.

®) cvC cvce CVCVC
Place n % alt n % alt n % alt
p 30 26.7% 16 75.0% 248  91.5%
t 41 6.1% 79 19.0% 1135 17.3%
[ 23 17.4% 18  58.3% 150  67.3%
k 43 3.5% 51  9.8% 1168  91.2%

In other words, it is not the case that size and place each aamnstant effect. Their
effect on the distribution of voicing alternations cannetdrcurately described separately.
Anticipating the discussion i§3.2, it will be seen that indeed speakers treat each plaee/si
combination separately.

Further study of TELL reveals a correlation between theituaf the vowel that precedes
the word-final stop and the proportion of alternating noumgh vowels correlate with a
higher proportion of alternating stops relative to nonkhigwels, and so do back vowels
relative to front vowels. This correlation is rather susprg, since cross-linguistically,
vowel quality is not known to influence the voicing of a neigtihg obstruertt

SVowel length does correlate with voicing, with long vowetstelating universally with voiced consonants
and short vowels with voiceless consonants (Lisker & Ab@m964; Ohala 1983; Volatis & Miller 1992).



A noun-final stop is about 30% more likely to alternate whdtofaing a high vowel than
when following a non-high vowel (6).

(6) Height of stem-final vowel n % alternating
—high 1690 41.7%
~+high 1312 71.9%

The correlation with height, however, is not equally dsited among the different size and
place combinations. The table in (7) shows that in mostgiae¢ combinations, there are
only modest differences (less than 10%) between the priopsrof alternating nouns given
the height of the preceding vowel. A larger correlation ia tpposite direction (53%) is
seen for the CVCCE—finaI words, but this is limited to a mere 18 nouns, which ek its
negligible impact on the overall size correlation. The etation with height is concentrated
at the longet-final nouns, where several hundred nouns show 24% moreatileg stops
following a high vowel.

(7 cve cvce CVCVC
—high  +high —high  +high —high +high
19 11 13 3 132 116
P os  27% 77%  67% 85% 99%
- 17 55 24 796 339
10% 0% 15%  29% 10% 34%
i 14 9 8 10 91 59
18%  17% 88%  35% 66% 69%
. 3 12 33 18 474 694
2% 8% 12% 6% 87% 94%

A fourth and final phonological property that significantlyrielates with the distribution of
voicing alternations is the backness of the stem-final v@@glWhen preceded by a back
vowel, a stem-final stop is about 10% more likely to alterratmpared to a stop preceded
by a front vowel.

In some cases, such as that of Canadian Raising, the changa/é@hlength causes a concomitant change in
vowel quality. Se&5.2 below for discussion.

10



(8)  Backness of stem-final voweln % alternating

—back 1495 49.5%
+back 1507 60.3%

Just like vowel height, the correlation with vowel backnisssot uniformly distributed in
the lexicon. As seen in (9), the correlation with backnessnall (at most 13%) for labial-,
coronal- and dorsal-final nouns. A robust correlation wilckness is seen '(?}final words

of all sizes. Averaged over the 1§3ﬁnal nouns, the proportion of alternating nouns is 30%
higher following a back vowel relative to a front vowel.

9) cve cvce CVCVC
—back +back —back +back —back +back
12 18 4 12 113 135
P 33% 22% 75% 75% 96% 87%
. 18 23 34 45 673 462
8% 4% 26% 13% 16% 19%
E 11 12 10 8 66 84
14% 21% 40% 81% 50% 81%
K 19 24 25 26 510 658
8% 0% 16% 4% 90% 92%

In contrast to the four properties that were examined uratil risize, place, height and
backness), a phonological property that has but a negigitirelation with the distribution
of voicing alternations is the rounding of the stem’s finalved (10).

(10) Rounding of stem-final vowel n % alternating
—round 2524 54.6%
+round 478 56.4%

A closer examination of vowel rounding is no more revealiagg the details are omitted
here for lack of interest. Other phonological propertiest tivere checked and found to
be equally unrevealing are the voicing features of congsnearlier in the word, such as

11



the closest consonant to the root-final stop, the closestt@msonant, and the closest
obstruent.

To sum up the discussion so far, four phonological propexifeTurkish nouns were seen
to correlate with stem-final voicing alternations in Tukkis

e Size: mono-syllables alternate less than poly-syllalaled,among the mono-syllables,
roots with simplex codas alternate less than roots with ¢exngodas.

e Place (of articulation): Stem-final coronals alternateléast, while labials and dor-
sals alternate the most.

¢ Vowel height: stem-final stops are more likely to alternaiiofving a high vowel
compared to a non-high vowel.

e Vowel backness: stem-final stops are more likely to alterf@towing a back vowel
compared to a front vowel.

All of these properties allow deeper insight when considénepairs: Size and place have
a non-uniform interaction, with CVCC words behaving like CWords when dorsal-final

and like CVCVC words when labial- or palatal-final. Heightddmackness interact with

place non-uniformly: the correlation with height is contrated in the coronal-final nouns,
while the correlation with backness is concentrated in @datpl-final nouns.

In statistical parlance, the aforementioned propertigsbsaunderstood as predictors in a
regression analysis. Since TELL makes a three-way digtim@h stop-final nouns (nouns
that don't alternate, nouns that do, and “vacillators®, nouns that allow either alternation
or non-alternation), an ordinal logistic regression magdas fitted to the lexicon using the
Irm() function in R (R Development Core Team 2007). The dependatdive was a three-
level ordered factor, with non-alternation as the lowegtllealternation as the highest level,
and vacillation as the intermediate level.

Five independent variables were considered:
e Size: athree-level unordered factor, with levels corraslig to mono-syllables with

a simplex coda (CVC), mono-syllables with a complex codagGC), and poly-
syllables (CVCVC). CVC was chosen as the base [vel.

®We have also considered a less linguistically-informee siriable that was a simple raw count of the

12



e Place: a four-level unordered factor, with levels corregidg to coronal, palatal,
labial and dorsal. Dorsal was chosen as the base level.

e High, back and round: each of the three features of the stemhsfbwel was en-
coded as two-level unordered factor. The base levels chases non-high, front
and unrounded.

First, each of these five predictors was tried in its own mottehssess each predictor's
overall power in the lexicon (11). This power is measured®yand by the model’s likeli-
hood ratio (Model L.R.), which comes with a number of degrefefseedom and a p-value.
It turns out thaplace high, size andbackare highly predictive of alternations, in that order,
androundisn’t’.

(11) R?  Model L.R.  df »
place .482 1469 3 <.001
high 113 284 1 <.001
size .078 193 2 <.001
back .015 37 1 <.001
round 0 0 1 .489

While high has a large?? thansize the interaction ohigh andplaceis less powerful than
the interaction okizeandplace The interaction oplacewith each ofsize high, andback
were tested in separate models, summarized in (12).

syllables of the stem. This variable was less informatiemtbur size variable, producing low&? and higher

p values, so we excluded it from the following presentatiome®@eason raw size is less informative is that
alternation rates don’t keep going up as the word gets lomgerather peak with di- and tri-syllables at 64%
and 61% respectively, then go down to 40% and 41% for the-tetid penta-syllables. The difference between
the di- and tri-syllables is not significant generally, amdydbarely reaches significance for the labigls=£
.03). The difference between the tri- and tetra-syllabdesignificant only without place factored in — once the
place variable is added, the difference goes away. The veffets that we report below come out essentially

the same with either size variable.
"Another method for assessing the predictive power of eaatuffe separately is a TIMBL simulation

(Daelemans et al. 2002). Given the data in TELL, this systesates a number called “information gain”
for every predictor that it is given. The system confirmeduagdict in (11), assigning the five predictors the
following information gain values, respectively: .367710.047, .009 and .0004.
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(12) R?  ModelL.R.  df »

place*size .588 1920 11 <.001
place*high .519 1621 7 <.001
place*back  .488 1496 7 <.001

When a base model that hpkace*sizeas a predictor is augmented wiptace*high R?
goes up to .616. Augmenting the base model witice*backonly brings R? up to .594.
Finally, model with all three of the interactions in (12) asdgictors reaches aR? of .622,
with a model L.R. of 2078 for 19 degrees of freedom. This finabled is given in (13).

The model in (13) contains few surprises, as it confirms tHilitya of the observations
made earlier in this section. It simply restates the nuraénbservations as differences in
the propensity to alternate relative to the arbitrarily sgvobaseline levels of the predictors,
namely CVC size, dorsal place, non-high vowels and frontelewT he size effect is mostly
limited to the difference between CVC and CVCVC, with nonéhef CVCC levels reaching
significance relative to CVC. In the CVCVC size, the coronadl palatal places alternate
significantly less than the baseline dorsal, and labialgptay approaches significance at
this size. The vowel features reach significance for theact®n of high and coronal, and
for the interaction of back and palatal.

8The model in (13) was validated with the fast backwards simpn method of thealidate()function, and

the predictotbackwas the only one deleted. Since the interactiobafkwith placewas retained, we did not
removeback from the model, so as not to leave an interaction in the modidlowt its components. In 200
bootstrap runs, seven factors were considered: the thimation factors, and the four basic factors they were
made of. At least 5 of the 7 factors were retained in 197 of timsrand in the vast majority of the runs, the
three interaction factors were among the ones retained RFtaf the model was adjusted slightly from .6213
to .6117. An additional step of model criticism was takentwiite pentrace()function, which penalizes large
coefficients. With a penalty of .3, The penalized model wiskesentially unchanged from the original model
in (13), with slight improvements of the p-values of the vbyikace interactions at the fourth decimal place.
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(13)

Coefficient SE Wald P
(y>=vacillator) —3.502 0.745 —4.70 >0.001
(y>=alternating) —3.822 0.746 —5.13 >0.001
COR —0.102 0.976 —-0.10 0.917
LAB 2.201 0.954 2.31 0.021
PAL 1.249 0.950 1.31 0.189
CvCC 0.783 0.869 0.90 0.367
CvCvC 5.488 0.735 7.47 0.000
high 0.874 0.205 4.27 0.000
back 0.288 0.204 1.41 0.158
CVCC:COR 0.703 1.102 0.64 0.523
CVCC.LAB 2.022 1.157 1.75 0.081
CVCC:PAL 1.269 1.129 1.12 0.261
CVCVC:COR —4.011 0.959 —4.18 >0.001
CVCVC.LAB —1.737 0.901 -1.93 0.054
CVCVC:PAL —3.110 0.919 -3.38 0.001
COR:high 0.620 0.254 2.45 0.014
LAB:high 0.533 0.539 0.99 0.323
PAL:high —0.754 0.387 -1.95 0.051
COR:back 0.077 0.254 0.30 0.762
LAB:back —0.755 0.490 —-1.54 0.123
PAL:back 1.136 0.386 2.95 0.003

The quantitative analysis of the proportions of alterrgtmouns, in the form of a logistic
regression, revealed four factors that are predictive dadthér voicing alternation will oc-
cur: the phonologicasizeof the word, theplaceof articulation, theneightof the preceding
vowel, and thébacknes®f the preceding vowel. The first two of these have been poslyo
identified as having an influence on voicing alternation inkigh (Inkelas & Orgun 1995;
Inkelas et al. 1997), and indeed the first two of these, fromoastinguistic perspective are
more likely than the other two to have a causal relationship stop voicing.

One characterization of different types of phonotactickesaa distinction between first-
order and second-order phonotactics (Warker & Dell 20083t-6rder phonotactics regu-
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late the distribution of a particular (set of) phonologitahture(s) within a particular po-
sition in a syllable or word, whereas second-order photictacelate the distribution of
a phonological feature in a particular position to soatleer property of the syllable or
word, such as a feature of a neighboring segment. While ibighe case that across the
board, first-order phonotactics are more widespread theongeorder (for example, vowel
harmony is a second-order phonotactic), with respect tedke at hand, namely the distri-
bution of voicing in stops, it is generally the case that dirt-order phonotactics matter.

The phonological size of a word, as measured here, is a paxs fact about the loca-
tion of the potentially alternating stem-final stop: whetheoccurs in theinitial syllable

of the word or not. Indeed, as mentioned in the discussiorudfi¥h phonotactics above,
one notorious locus of exceptions to otherwise persisteda devoicing is in the coda of
the initial syllable, as evidenced by words suchadsname’ andabla ‘older sister’. This
resistance to alternations in monosyllabic words is a teduhe fact that in monosyllabic
words, the stem-final syllablis the initial syllable. As a consequence, in a word such as
sop™-u ‘clan’ (as opposed tgurub-u ‘group’) the fact that the stop does not alternate is
precisely because of a general resistance to alternatiorsefiments in the initial syllable.
Cross-linguistically, initial syllables enjoy greateitfdulness, or resistance to alternation
(Beckman 1998). Theizevariable is thus a first-order phonotactic, as it relatesotteur-
rence of particular features (voicing and aspiration) tadigular position in the word (the
initial syllable).

The effect of the place of articulation on a stop that posdigtiundergoes alternation has
crosslinguistic support as well. Different places are kndwvinteract differently with laryn-
geal features (Lisker & Abramson 1964; Ohala 1983; Volatislifler 1992), and different
relative proportions of alternation rates for differenages of articulation were found by
Ernestus & Baayen (2003) in their study of the Dutch lexic@hile the relative ranking
of alternation rates across places of articulation magdifiom language to language, itis
a fact that languages exhibit phonotactics in manner feataind laryngeal features that are
gradient and differential specifically depending on platarticulation. Theplacevariable

is thus a first-order phonotactic, as it relates the occogei a particular set of features
(voicing, aspiration, and place).

The effect within the Turkish lexicon of vowel quality (in pigular, height and backness)
on consonant voicing alternation is, on the other hand, peeted given crosslinguistic
phonological typology. Interactions between vowel timfeeight, backness, rounding)
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and the laryngeal features of consonants are infrequedtttanhandful of documented
cases show a causal influence in the opposite direction:afgooant’s laryngeal features
can affect the height of a preceding vowel (Kingston 2008),nwot vice versa. Consonant
voicing and aspiration have been argued to affect vowelhhéigvarious languages (e.g.
in diphthong centralization before voiceless consonantsarth American dialects of En-

glish, known as “Canadian Raising” (Chambers 1973; Moré&tdiomas 2007); in Polish

(Gussmann 1980); in Madurese (Stevens 1968) and vowel baskn Northern Sarawak
(Blust 2000), but there is no documented case of a phona@bgiocess wherein vowel

guality induces a change in consonant voicing or aspiratBiven the fact that interactions
of vowel quality and consonantal laryngeal features arersorder phonotactics with lit-

tle to no crosslinguistic attestation, their existence imkish is expected to be accidental
rather than principled in nature.

These data therefore raise the question of whether Turkistkers themselves will take the
correlation between vowel quality and consonant voicingeaccidental or, whether they
will take it to reflect an active generalization over theixit®n that they will reproduce.
Given that all four of the factors ofize place high and back are statistically reliable
predictors of voicing alternations in the lexicon, we saughdetermine whether speakers
actually track and extend these patterns in experimersksé taith novel word$.

To summarize the study of the Turkish lexicon, it was founat tothsizeandplace are
excellent predictors of the alternation status of nounsrgémanouns are more likely to
alternate, and coronal-final nouns are less likely to adtiern In addition, théneightand
backnesof final stem vowels are also good predictors in combinatidtt wlace: High
vowels promote the alternation of coronals, and back vowetenote the alternation of
palatals. All of these generalizations were confirmed to igal statistically significant
in a logistic regression model. In other words, the size afnsp the place of their final
stop, and the height and backness of their final vowels ahgty correlate with voicing
alternations in a way that is statistically unlikely to beidental.

%0ur study assumes that TELL is a good model of the lexica ofspatakers. The native speaker who
supplied the judgments for TELL is about fifty years olderrtiihe average participant in our experiment,
but they share a comparably high level of education and semmomic background. \oicing alternations
are known to vary with socio-economic levels, but not witle.agdditionally, thevalidate()function that we
applied to the model in (13) assures that the effects of thdigtors are strong and reliable even in lexica that
are different from TELL by as much as 37%. We conclude that axeliittle reason to doubt the usefulness of
comparing the TELL data with data from highly educated yairgpeakers.
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3. Speakers’ knowledge of the lexicon

In the previous section, the distribution of voicing altions in the Turkish lexicon was
examined and shown to be rather skewed. The distributioheshating and non-alternating
noun-final stops is not uniform relative to other phonolagiproperties that nouns have:
size place height andbacknessvere identified as statistically powerful predictors oéait
nation.

What the humans who are native speakers of Turkish know d@bewlistribution of voicing
alternations, however, is a separate question, which entak in this section. It will turn
out that native speakers identify generalizations abaoaitdiktribution of voicing alterna-
tions relative to theizeof nouns and thelaceof articulation of their final stops. However,
speakers ignore, or fail to reproduce, correlations betviee voicing of final stops and the
guality of the vowels that precede them.

A novel word task (Berko 1958) was used to find out which diatisgeneralizations native
speakers extract from their lexicon. This kind of task hasnbghown to elicit responses
that, when averaged over several speakers, replicatébdiginal facts about the lexicon
(e.g. Zuraw 2000 and many others).

3.1. Materials and method

3.1.1. Speakers

Participants were adult native speakers of Turkish=£ 24; 13 males, 11 females, age
range: 18-45) living in the United States. Some of the spmakere paid $5 for their time,
and others volunteered their time. The experiment was aelias a web questionnaire,
with some speakers doing the experiment remotely. For tepsakers, reaction times
were indicative of the speakers taking the questionnainmsitting, with no discernible
distractions or pauses.

3.1.2. Materials

A native speaker of Turkish (male, mid-20s) recorded the liam and two possible pos-
sessive forms for each noun, repeated three times. Eachlgsiiwas normalized for peak
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intensity and pitch and inspected by a native speaker to tugalaand acceptable. One of
the possessive forms was completely faithful to the basth the addition of a final high

vowel that harmonized with the stem, following the regulawel harmony principles of the

language. In the other possessive form, the stem final stepsulastituted with its voiced

counterpart, except for post-vocakts, which were deleted.

Creating stimuli that exemplify all size, place and vowedlify combinations would have

come up to 96 (four places * three sizes * eight vowel qualjti&ince the lexical distribu-

tion of voicing alternations among palatals and labialsaigyf similar, and in the interest

of reducing the number of trials, the palatal and labial gaties were collapsed into one
category, using 12 words of each place, compared to 24 focdhenal- and dorsal-final

words. The total number of stimuli, then, was 72 (three pleategories * three sizes *
eight vowel qualities).

Additionally, native Turkish nouns disallow the round naythvowels{o, g} in non-initial
position. To make the stimuli more Turkish sounding, noghhiound vowels in the second
syllable of the CVCVC words were replaced with the corresiiom high vowels{u, y}.
The nouns that were used are presented in (14).

The non-final consonants were chosen such that the resabimgs all sounded plausibly
native, with neighborhood densities equalized among iheutitas much as possibié.

1T evaluate our choice of test items, we made a post-hoc aisppabetween the items’ neighborhood

density and the experimental results. We concluded thghberhood density did not have any measurable
effect on speakers’ behavior. We should note that by negeksiger items have lower neighborhood density,
and since the participants preferred more alternationts hitger items, neighborhood density was negatively
correlated with our experimental resuli§{0) = —.363,p < .005). However, the correlation between neigh-
borhood density and alternation rates is mediated by simkiraleed, size is the better predictor of alternation
rates: Adding neighborhood density as a predictor into thayais in (18) made no noticeable change, as
confirmed by amNova model comparisonyf(1) = .260,p > .1).
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(14) cveC cvce CVCVC
Thin shian [ onian aniah T Chigh i
—back | gep' yith thel®  ging" | hevef &isiph
_round el da|d‘ i e e g e
plf —back | ket zog’ yong"  khurph boluh
U O R ('
+round ek phogt  tup® | sol  munf" khonug'
guyug'
—back | phett  hith zelf hint" | nikhet” gevit"
roun +back | fafh mith hant  [irt" ya.af plisit
t —back | spf &uth gont’ narf solut
g bunuf
Fround T pack yot" nuf" &olt"  bunf horut
muyut’
—back | vek zikP helk think" | mesek perik"
K —back | hok suK sonk  phurkh ndnuk
roun +back | mokh nuk’ bolk"  dunk zoruk’
yulukh

Finally, 36 fillers were included. All the fillers ended infest fricatives or sonorant conso-
nants. To give speakers a meaningful task to perform witliillees, two lexically-specific
processes of Turkish were chosen: vowel-length altemaitie.gruh ~ ru:h-u‘spirit’) and
vowel) alternations (e.gourun ~ burn-u‘nose’). Eighteen fillers displayed vowel-length
alternations with a CVC base, and the other eighteen disglagwely alternations with
a CVCVC base. All of the fillers were chosen from a dictionafylarkish, some of them
being very familiar words, and some being obsolete words whaie not familiar to the
speakers we consulted.

The materials were recorded in a sound attenuated boottaiMacintosh computer at a
44.1 KHz sampling rate. Using Praat (Boersma & Weenink 200@)token judged best of
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each suffixed form was spliced and normalized for peak iitieasd pitch. Peak intensity
was normalized using Praat’s “scale peak” function set & @:or pitch normalization,

three points were manually labeled in each affixed form: theebof the word, the onset
of the root’s final segment (the onset of the burst in the castops), and the offset of the
word. Then, a reversed V-shaped pitch contour was supesetpon the materials, with a
pitch of 110 Hz at the onset of the word, 170 Hz at the onsetefdbt-final segment, and
70 Hz at the offset of the word. These values were chosen &r dodbest fit most of the

speaker’s actual productions, such that changes would tienaii

Finally, for each stimulus, two .wav files were created bycatenating the two suffixed
forms with a 0.8-second silence between the two, once witlvdiiceless form followed by
the voiced form, and once with the voiced followed by the etdss. A linguist who is a
native speaker of Turkish verified that the final materialsensf satisfactory quality. While
she had some concerns about stress being perceived ndy-firafew of the filler items,
no problems were found with the stimuli.

3.1.3. Procedure

Before the beginning of the experiment, speakers were aadithat voicing alternations
are lexically-specific by presenting a familiar non-aling paradigmtfop® ~ t"op™-u
‘ball’) next to a familiar alternating paradignep’ ~ geb-i‘pocket’). Then, speakers were
asked to choose the possessive form of two familiar altevpatouns ¢olag’ ‘cupboard’
anda.ag?“ ‘tree’), and feedback was given on their choices.

The stimuli were presented in a self-paced forced-choisk. tZhe base form (e.det")
was presented in Turkish orthography (€fet)) which reflects the relevant aspects of the
phonology faithfully. The participants saw an overt possesvith genitive case followed
by a blank, to provide the syntactic context for a possessiftx, e.g.Ali'nin

“Ali's » and they heard two possible possessed formsfetg. andfed-i. Speak-
ers pressed “F” or “J” to choose the first or the second poissesm they heard. Most
speakers took 15-20 minutes to complete the experiment.

The order of the stimuli and the order of the choices wereaamzed. Additionally, the
fillers were randomly distributed among the first three agrarof the stimuli.
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3.2. Results

The experimental results are plotted in (15), grouped by aid place, plotted against the
percent of alternating words in the lexicon with the matgtsize and place. The correlation
is excellent (Spearman’s rank correlation test= 46, p = .839,p < .005), showing that
speakers have accurately matched the percentages okdltgrvords in the lexicon. On
average, the proportion of alternating responses rangas 30% to 82%, as opposed to a
wider range of 6% to 92% in the lexicon. Nevertheless, thmmessed range of responses
correlates with the lexicon very welt.

The source of the compression of the human results comedroattbetween-speaker and within-speaker
sources. Some participants showed a strong preferenciegorating responses, and some showed the opposite
preference, resulting in at least 3 and at most 22 altemagisponses per item, thus covering only 79% of the
range of 0 to 24 alternating responses possible with 24qgizatits. Additionally, individual participants varied
as to how strong the size and place effects were in their nsgso with weak-effect participants causing further
compression. The strength of these effects did not coerelih participants’ overall preference for alternation
or non-alternation.
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(15) Proportions of nouns with voicing alternations in teeiton vs. the percent of alter-
nating choices in the experiment, by size and place.

85%

75% A

65% -

55% A

human responses

45% A

35% A

0% 20% 40% 60% 80% 100%

lexicon

In stark contrast to the tight correlation between the drpemtal results and the lexicon
for place and size effects, as seen in (15), there is no patteen the height or backness
effects are considered. The chart in (16) shows the resute deight factor. Each pointin

this chart shows the difference in rates of alternation betwhigh and non-high vowels, by
size and place. Positive values indicate more alternatidthg +high] vowels, and negative

values indicate more alternations withjigh] vowels.

There is no correlation between the lexicon and speakerinpeance when vowel height
is considered (Spearman’s rank correlation tgst; 196.8,p = .312,p > .1). The chartin
(16) shows that speakers’ behavior was essentially randitimr@spect to vowel height.
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(16) Differences between high and non-high stem-final vewrethe lexicon vs. the dif-
ferences between high and non-high vowels in the experirbgrdize and place.

250,

human responses

T

206 YEVY
CVCH
15%
10% +
CVCVt
5% 4
CVU\CV\QCLL
60% -40% -20% awv Ck0 o 20% 4
CVCp” 1
'100/‘CVp
lexicon

%

The lack of correlation in (16) is probably only due to a sula$¢he points, most noticeably
CVCY{f, CVCVY, and CVp. There is no sense, however, in which these areiémitlas they
represent a sizable proportion of the data. The data forV(éEQ)oint, for instance, comes
from 18 lexical items and from 96 experimental responsete(s * 24 participants).

When vowel backness is considered (17), the result is @abgrihe same: There is no
correlation between the lexicon and speakers’ responses tie results are categorized
by size, place and backness (Spearman’s rank correlasorbte- 326.1,p = —.140,p >
.1). Each point in (17) shows the difference in rates of aliton between back and front
vowels, by size and place. Positive values indicate moegradtions with back vowels, and
negative values indicate more alternations with front ewe
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(17) Differences between back and front stem-final vowelhelexicon vs. the differ-
ences between back and front vowels in the experiment, lyasid place.

200
FeAv)

25% A
CVCVp
20% -
" 15%
2
[=]
g 10% -
8
g cvk ™
2 2 QVCVt _cvevg
20% % CWLVk 10% 5 0 Qv  5d%
-5% 4
> cvi
Wt
CV(Cp
lexicon

The contrast between the strong correlation in (15) andable of correlation in (16-17)
shows that speakers’ behavior is best understood as répdjtae lexicon’s size and place
effects, but not replicating its height or backness effettss contrast is seen in the statis-
tical analysis below.

The results were analyzed with a mixed-effects logistiagesgion in R (R Development
Core Team 2007) using tHeer() function of theLmME4 package, withparticipant and
itemas random effect variables. The fixed effect variables wetesame ones used in the
analysis of the lexiconsize place high, backandround

An initial model was fitted to the data using ondyze and place as predictors. Adding
their interaction to the model made a significant improvetn{eaquentialANovA model
comparisony?(6) = 50.58,p < .001). The improved model with the interaction term is
given in (18). This model shows that labial place and CVCV£&saire more conducive
to alternating responses than the baseline dorsal plac€¥dsize, respectively. As for
interactions, for the CVCC size, palatal place is more coivduto voicing than the baseline
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dorsal place with the same CVCC size. Additionally, in the@XC size, all places are less
conducive to alternating responses than the baselinelduesz eith the same CVCVC
size. All of these effects mirror the lexical effects as préed in§2. The model stays

essentially unchanged when validated byphkals.fnc()function (Baayen 2008).

(18) Estimate SE z P
(Intercept) —0.864 0.283 —3.056 0.002
COR 0.111 0.256 0.434 0.665
LAB 0.744 0.304 2.451 0.014
PAL —0.119 0.320 -0.372 0.710
CvcCcC —0.089 0.260 -0.341 0.733
cvcve 2.694 0.285 9.469 < 0.001
CVCC:COR 0.385 0.361 1.065 0.287
CVCC.LAB 0.641 0.431 1.487 0.137
CVCC:PAL 1.867 0.447 4173 < 0.001
CVCVC:COR —-1.936 0.377 -5.142 < 0.001
CVCVC:.LAB —1.436 0.455 —3.154 0.002
CVCVC:PAL -1.126 0.457 —2.463 0.014

The addition of any vowel feature to the baseline modiayl, back or round) made no
significant improvementy > .1). No vowel feature approached significance, either on its
own or by its interaction wittplace For example, adding the interactighace*high to

the model in (18) gives a hew model where the interaction obral place andigh is
almost exactly at chance level & .981). Addingplace*backthe to baseline model gives
an interaction of palatal place abdckthat is non-significanty(= .661) and its coefficient

is negative, i.e. going in the opposite direction from thdden, where palatal place and
backness are positively correlated.

In other words sizeand place had statistically significant power in predicting the parti
ipants’ choice of alternation vs. non-alternation of stimal stops. Crucially, however,
none of the vowel features had an effect on the participansices, either significantly or
as a mere trend.

To summarize the findings, Turkish speakers reproducedigtiébdtion of voicing alter-
nations in the lexicon by paying attention to the size of thens and the place of the final
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stops, while ignoring the quality of the vowel that precettesstem-final stop.

3.3. Discussion

The experimental results show that Turkish speakers gigeetheir knowledge of the voic-
ing alternations in their lexicon. Not contenting themsslwith memorizing the alternating
or non-alternating status of single nouns, speakers haessacto the relative proportion of
alternating nouns categorized by size and place. Usingasideplace as factors, speak-
ers must somehow project their lexical statistics onto hdeens. Although the height
and backness of stem-final vowels are strongly correlatéldl aitiernations in the lexicon,
speakers’ treatment of stem-final vowels in novel wordsmsloan, showing no significant
interaction with their choice of alternating or non-alt&ting forms.

Speakers failed to reproduce the correlation between wwamdl voicing alternations in
spite of an abundance of overt evidence, while learningiteeasd place effects even with
very little evidence. For instance, the difference in alédion rates betweeﬁfinal CvC
and CVCC nouns was successfully reproduced in the expetirasults, even though the
evidence comes from 23 and 18 words, respectively. The ew@éor the vowel effects,
however, comes from hundreds of words.

The proposal advanced here is that the results are beststmalgrin light of a theory of
universally possible phonological interactions, as erdad a set of universal constraints.
Only factors that can be expressed in terms of constraiatantion can be identified by lan-
guage learners, with other lexical generalizations gomupticed. This model is contrasted
with general-purpose statistical learners that can leayrr@bust distributional generaliza-
tion, as discussed i§b.

4. Turkish voicing alternations and Underlying Representdions

Before we present our analysis of TurkishgBy which uses an Optimality Theoretic gram-
mar with lexically-specific rankings, we review the phoogtand phonology of laryngeal
contrasts in Turkishgé.1). We then show why the difference between alternatirgrem-
alternating nouns must not be encoded in the underlyingesemtation of rootsg.2) if
one is to formulate a grammatical explanation for our expernital results.
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4.1. Laryngeal Contrasts in Turkish

The literature on Turkish (at least since Lees 1961) agraeTihrkish contrasts two stops
in each place of articulation on the surface (19), but trebstinal stops display three kinds
of behavior under affixation: They are either pronouncedstiree in the base and in the
affixed form (20a-b), or they alternate (20c). It is also knaWwat final voiced stops, as in
(20b), are rare in the language.

(19) Two-way surface distinction in roots

initially inter-vocalically
a. thn ‘soul’ at"a ‘ancestor’
b. din ‘religion’ ada ‘island’

(20) Three different contrasts finally

bare stem possessive
a. af ath-i ‘horse’
b. ad ade ‘name’
c. taf thad4 ‘taste’

In Turkish orthography, the surface distinction is représd by the lettersp, t, ¢, K and
(b, d, c, g, and the distinction was taken to be one of voicing by mucthefliterature on
Turkish (Lees 1961; Inkelas & Orgun 1995; Inkelas et al. 128id many others).

More recently, Kallestinova (2004) and Petrova et al. (30G&e shown that the voiceless
stops of Turkish are in fact aspirated in onset positiVhile these authors do not com-
mit to the surface realization of word-final stops, it is kmoiluat final stops are consistently
released with an audible voiceless burst. Crucial evidéoiceonsidering this audible re-
lease as aspiration comes from Kopkalli (1993), who showassttte release of word-final
stops is as long as the duration of aspiration on intervoealiceless stops, suggesting that
speakers treat these as a consistent phonetic categorjurfiar discussion of laryngeal
features in Turkish, see Jannedy (1995), and for a broadsp@etive, see Avery (1996),
Beckman & Ringen (2004), and Vaux & Samuels (2005).

12The aspiration is consistent in roots. In affixes that shoiging alternations, such as the locativea /
—daand the ablative-tan / —dan the voiceless variant is unaspirated. In affixes that daltérnate, like the
relativizer—K'i and adverbiatk'en voiceless stops are aspirated just like root stops.
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The spectrogram in (21) exemplifies the finding in Kopkal@42), showing a clear, voice-
less burst at the end of both the alternatkignaf® and the non-alternatingeplet’. In
fact, this token, spoken by a 30 year old male speaker froamtst, happens to have an
even stronger burst fd'anaf’, although Kopkalli (1993) shows that there is no significant
difference in the duration of the final burst between alteéngsand non-alternating nouns.

(21) [bu kManat" o sep"et™] “This is a wing; that is a basket” (lit. this wing; that basket

bu kanat

50007

Frequency (Hz)

0 1.936
Time (s)

For the purposes of the analysis we offeginthe exact details of Turkish laryngeal features
are not crucial. What is crucial is that all stop-final noualsihto one of two groups: In one
group, the suffixed form is faithful to the base (such thahfainess to laryngeal features
ranks over any relevant markedness constraints), and iothiee group, the suffixed form
is unfaithful (and markedness ranks over any relevantftdithss constraints). As we will
show, the inconsistent ranking arguments allow the spdalarild lexical information into
their grammar, and thus learn the distribution of the vacafternations in grammatical
terms. In this paper, we use the more accurate transcrjptibith marks aspiration.

Under this view, Turkish stops surface either voiced orraspi. Any hypothetical under-
lyingly voiceless unaspirates map unfaithfully either ticed or to aspirated stops due to
high ranking constraint that requires a laryngeal spetifinaon every stop (Petrova et al.
2006). Additionally, barring a few exceptional native werahd some loanwords, word-
final stops are regularly required to be aspirated, as wasrsfar German, Kashmiri, and
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Klamath (lverson & Salmons 2007).

4.2. Encoding (Non-)Alternation with Constraint Rankings instead of Underlying
Representations

The existing analyses of Turkish voicing alternationdyeiin terms of voicing (Lees 1961,
Inkelas & Orgun 1995; Inkelas et al. 1997) or in terms of adjon (Avery 1996; Kallesti-
nova 2004; Petrova et al. 2006), share the same architetttatattributes the different
behavior of final stops to different underlying represeatet of laryngeal features. In this
section, we argue specifically against this analysis, sgwhat it prevents speakers from
learning the distribution of voicing alternations in graaioal terms.

The traditional analysis along the lines of (Inkelas et 897) is shown in (22). In this
analysis, nouns that surface with a voiceless (aspirated)teroughout the paradigm have
a voiceless (aspirated) stop underlyingly, while stopsdtiarnate have an underlying stop
that is unspecified for laryngeal features. ldentity to ygemal features assures that under-
lyingly specified stops surface faithfully in all positignghile a constraint against intervo-
calic voiceless stops causes alternation when faithfalisesot at issue.

(22) a. The UR’s ofat"] and[t"at"] are/at"/ and /t"aD/
b. The UR of the possessive i (a high vowel)
c. /at" +1/ —Jath-i] requires IDENT(lar) > *VtV

ath + | IDENT(lar) *\/tV
a.0 ath-i *
b. ad-i *|

d. /thaD +1/ — [thad-i] is consistentwith IDENT(lar) > *VtV

thaD + | IDENT(lar) *\/tV
a. thath-i *|
b.0 thad-i
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In this theory, bENT(lar) dominates any relevant markedness constraints, l&emhaing
stops have under-specified underlying representationsettape faithfulness. The dele-
tion of dorsals can be encoded using another represerdghtisechanism, that of “floating
segments”, or segments whose absence from the output dbe®late the regular Mx
(asin, e.g., Zoll 1996).

The crucial element of this analysis is that both ranking&2®) are consistent. In other
words, the behavior of alternating nouns ItRet" and non-alternating nouns like” do not
require different grammatical factors that point to théiermation, and thereby cannot situ-
ate alternation itself as something specifically interagtvith the phonological grammar of
the language. Rather, the behavior of different nouns isdgat in the lexicon, outside the
purview of grammar. The same is true of Avery (1996); Kaitesta (2004) and Petrova
et al. (2006).

We propose that the status of a word as alternating or nemialing must be represented
by lexically-specific grammatical rankings, instead ofémtis of an underlying difference.

In essence, our argument is that only by including the atérg or non-alternating status

of a word as egrammaticalrather than lexically memorized phenomenon can one make
sense of the grammatical biases against extending albllestiatistics.

Since the experiment i§8 shows that speakers have detailed grammatical knowldund a
the propensity of final stops to alternate, it is not clear tspgakers could encode this
knowledge if they had allowed it to escape the grammar. Réleg information about
voicing alternations to the lexicon would force speaketetk for generalizations directly
in the lexicon, where nothing would prevent them from findthg vowel quality effects
that they didn't exhibit irg3.

The analysis offered i§5, summarized in (23) below, posits the bare forms of nouns as
their underlying representations, and it is exactly thisventinat forces the speaker to find
conflicting ranking arguments, and then encode lexicailssiz in the grammar.

(23) a. The UR’s ofat"] and[t"at"] are/at"/ and /t"at"/
b. The UR of the possessive i (a high vowel)
c. /at" +1/ —[at™i] requires IDENT(LAR) > *VtV
/that 41/ — [thad-i] requires *VtV > IDENT(LAR)
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The distribution of voicing alternation in Turkish is aable to speakers: They know how
many words have alternating stops and how many have nomatiteg stops, and they keep
this information separately for the stops in the differelaicps of articulation, and within
each place, for mono-syllablic nouns separately from ggliabic nouns. The availability
of this knowledge is predicted by an approach that parstitre Iexicon based on phono-
logical principles, and it is left unexplained by the UR-badsnalysis in (22).

In the UR-based analysis, the grammavgNT(LAR) > *VtV) is consistent for all the
words of the language, and therefore the learner is leftawitl way to build lexical statis-
tics into their grammar. In principle, one could imaginetthapeaker will find the relevant
lexical statistics by going directly to the lexicon and exting the relevant information
from it. When going to the lexicon directly, however, the alger will not be biased by UG
to find only grammatically-principled generalizations. yind of regularity in the lexicon
could be discovered and projected onto novel items, contodact: In the Turkish lexicon,
there is a trend for more voicing alternations after high etsithan after low vowels, yet
speakers show no sign of having learned this trend.

Assuming the base form of a noun as its underlying representaeans that any additional
aspects of the noun’s pattern that are not directly obstnialithe base form will have to
be attributed to other aspects of the linguistic system.eian OT framework that uses
underlying representations of roots and affixes and a @instanking, if hidden properties
of roots are blocked from being attributed to those rootddém properties can only be
attributed to the underlying representations of affixeodhé grammar.

Seeing that encoding the hidden pattern of lexical itemé&énunderlying representations
of either roots or suffixes leaves the learner with no way asoe to identify lexical trends,

encoding such patterns in the grammar is left as the onlgddgiption. Capturing hidden

patterns in terms of cloned constraints assures that lexeas are identified in terms of

constraints, i.e. it assures that trends are captured ingbbgical terms, using the variety
of phonological primitives that constraints are sensitojesuch as marked combinations of
features, preferred alignments of phonological elemguisitional faithfulness, etc.

Contrasted with traditional generative analyses, the ggabmade here “reverses” the ef-
fect of the phonology. Instead of assigning the hidden aspgdases to their underlying
representation, and then neutralizing them in the unafffgeah, as is done traditionally,
we propose that the surface forms of bases are assumed rasrtieilying form, and any
properties of the base that emerge only in suffixed forms ehneeged by constraint inter-
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action. In the simple case of Turkish, where the only hiddeperty of nominal roots is
the voicing of their final stop, the analysis in terms of cldmenstraints is not only clearly
feasible, it is also the only analysis that allows speakersapture the variety of lexical
trends that the language has.

The idea that the surface form of the base, rather than sosteabunderlying form, is
preferred in phonological systems has been argued for ir$ighp95, 1999). Assuming the
base form as the underlying representation has the addefitefrobviating the search for
non-surface-true underlying representations. This beaaguires a significant amount of
computation, as shown by Tesar (2006) and Merchant (2068)ireparallel lines of work,
also by Boersma (2001) and by Jarosz (2006), who specifitadly at final-devoicing
languages, i.e. languages like Turkish, where the patteroat-final stops is hidden in
the bare form of the root. A full comparison of the computaéibcomplexity of these
approaches and our approach, however, goes beyond thecfdbepaper.

5. Analysis with cloned constraints

Turkish speakers evidence a detailed knowledge of trendkein lexicon that regulate
the choice of alternation or non-alternation of stem-finaps. Furthermore, speakers are
biased by Universal Grammar to learn only lexical trends taen be captured in terms
of cross-linguistically observed interactions betweenrahiogical elements. This section
shows how an OT-based model can be used to learn the trenlgrttans learn. The model
reads in the lexicon of Turkish and projects a probabiligtemmar from it, a grammar that
can in turn be used to derive novel words in a way that coeelatith the experimental
results shown 3.

Given a stop-final novel noun and asked to choose a posséssivéor it, Turkish speakers
consult a subset of their lexicon: For instance, given thentag’, speakers identify it as a
mono-syllabigp-final simplex-coda noun, and they compare it to the otherarsyhlabicp-
final simplex-coda nouns in their lexicon. If they have 30tsnouns, of which 8 alternate
and 22 don't alternate, as in TELL, then the likelihood tdaﬂ‘ will exhibit a voicing
alternation is 8 out of 30, or 27%.

In other words, Turkish speakers partition their lexicosdzhon phonological principles.
The mass of stop-final nouns is partitioned by the size of eeein (mono- vs. poly-
syllabic), by the place of articulation of the final stop (pﬁl k), and by the complexity
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of the final coda, and within each such group, alternatingheare separated from non-
alternating nouns. This creates a total of 2 * 4 * 2 * 2 = 32 pianis. Nouns that don’t end
in a stop are all lumped together in the “elsewhere” partitio

Constraint cloning is a mechanism for partitioning thedexi and listing the words that be-
long in each partition. The partitions are defined by the Behiversal constraints in CON,
which ensures that nouns are only categorized based orrsamlivgammatical principles.

5.1. Constraint cloning

The OT-based model proposed here makes crucial use of tieeoof Inconsistency Res-
olution, offered by Pater (2006, 2008), which relies on tleeRsive Constraint Demotion
Algorithm (RCD, Prince & Tesar 1999).

In RCD, the speaker learns from “errors”, or mismatches betwthe words of the language
they are exposed to and the words that are produced by theégntgrammar. Suppose the
learner hears the adult forfk"anat"] ‘wing’, but their grammar produce&ana], because
the markedness constraint ®0A is ranked above faithfulness in their grammar (24).

(24)
[k"anat"] *CODA MAX
a. ® khanat® *|
b.0 khMana *

Since the current winnefk"ana], is different from the adult form, the speaker constructs
a winner-loser pair, as in (25). The tableau in (25) is a coatpe tableau (Prince 2002),
where W means “winner-preferring” (i.e. the constraintigiss less violations to the win-
ner) and L means “loser-preferring (i.e. the constrainigassless violations to the loser).

(25)
*CODA MAX

a. klanat" - kPana L w
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RCD takes winner-loser pairs such as the one in (25) andatsteagrammar from them
by identifying columns that don’t have L's in them and “infitey” them. In this simple
case, MAX can be installed, meaning that it is added to the grammanbahy other pre-
viously installed constraints (which would be at the tophaf grammar in this case, since
no constraints were previously installed), and winneetqzairs that Mx assigns a W to
are removed from the tableau. Once¥is thus installed, the tableau is emptied out, and
the remaining constraints, in this case justo@, are added at the bottom of the grammar.
The resulting grammar is now A >> *CoDA, which allows codas to be produced, as in
adult Turkish.

There is no guarantee, however, that RCD will always be abiestall any constraints and
remove all of the winner-loser pairs from the tableau. Ifadithe available columns have
L's in them, RCD will stall. This situation arises when th@dmage provides the learner
with conflicting data, as in (26). In some words, a stem-fitap §s voiceless aspirated
throughout the paradigm (26a-b), and in others, a final dtop/s up voiceless aspirated in
the bare stem and voiced in the possessive (26c¢-d).

(26) bare stem possessive
a. ah alfh-i ‘hunger’
b. and" anaf"-i ‘female cub’
c. taf” tag-i ‘crown’
d. amah amag-i ‘target’

Assuming the bare stem with its voiceless aspirated stopesiriderlying form, as dis-
cussed irg4, the non-alternating forms rank faithfulness to the ulyiteg representations
above the markedness pressure against intervocalic gsgstops (27), while alternating
forms require ranking faithfulness below markedness (28).

27) = -
anaf +i/ IDENT(LAR) ViV
a.0 anafM™i *
b. anak-i *|
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(28) . —
[ amaf" +i/ VvV IDENT(LAR)
a.0 amak-i *
b. amaM-i *|

With this understanding of the situation, the ranking betwéhe faithfulness constraint
IDENT(LAR) and the markedness constraintﬁv cannot be determined for the language
as a whole. Pairing the winners in (27) and (28) with theipeesive losers allows the
ranking arguments to be compared, as in (29).

(29) : —
IDENT(LAR) | VvV

a. ang"-i - anak-i W | L

b. amak-i - amaj"-i L ! W

Since the ranking arguments in (29) are inconsistent, thegeno rows with no L's in
them, and therefore no constraints can be installed, andrargar cannot be found using
RCD. Pater (2006) proposes a mechanism for resolving sedngistencies by cloning. In
cloning, the speaker replaces a universal constraint afrgéapplicability with two copies,
or clones, of the universal constraint that are lexicafigesfic, with each clone listing the
lexical items it applies td3

Given the situation in (29), the speaker can cloneNT(LAR), making one clone specific
to the rootan«sqtffn (and any other lexical items thabENT(LAR) assigns a W to), and the
other clone specific to the roama?‘ (and any other lexical items thabENT(L AR) assigns
an L to). The resulting grammar is no longer inconsistent:

pater (2006) suggests a slightly different mechanism, evbee clone is lexically specific and the other
clone stays general. We argue §8.2 below that both clones must be lexically specific to antdar the
behavior of Turkish speakers.
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(30) IDENT IDENT R
(voice)anaaﬂ1 ' (voice), , an | ViV

a. ang"-i - anak-i w : | L

b. amak-i - amaf"-i | L Y

Now RCD can be successfully applied to (30): FirsIENT(LAR)an@ is installed, and
the first winner-loser pair is removed. This leaves the colwh*V{V with no L's in

it, SO *VEV is installed below DENT(LAR)ana&h, and the second winner-loser paiLis re-
moved. The remaining constrainDHNT(LAR)am@Ais added to the ranking below *¥.
The resulting grammar iSDENT(LAR)ana?, > VHV > |DENT(LAR)ama?n, which cor-
rectly blocks the voicing alternation amaif"-i but allows it inamag-i. In the case of (29),
choosing to clonedeNT(LAR) solved the inconsistency, but cloning EV would have
been equally useful. The question of which constraint ta€lis beyond the scope of this
paper, and it is addressed more systematically in Beck&9{§20

The cloning of bENT(LAR), and the listing of lexical items with its clones, dividduet
lexicon into three partitions: One partition contains tteis listed with the high-ranking
clone of DENT(LAR), another partition contains the items listed with the lamking clone
of IDENT(LAR), and a third partition contains all the lexical items theg aot listed with
either clone. These partitions are not arbitrary, but ratleéermined by the the mark that
IDENT(LAR) assigns to each winner-loser pair: W, L, or none.

Once a constraint is cloned, its clones accumulate listssofrtorphemes they apply to. This
approach allows for two sub-grammars to coexist in a languafile keeping track of the

number of lexical items that belong to each sub-grammarce3ime number of lexical items
of each kind becomes available in the grammar, the speakezstamate the likelihood of

each pattern.

The rest of this section shows how constraint cloning ceeatgrammar of Turkish that
reflects speakers’ knowledge of the lexicon, as determigatidexperimental findings in
3.
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5.2. The place effect

As discussed irg2, all stops are not equally likely to alternate: While thepstin most

{f—final andp-final nouns alternate, the stops in méginal nouns do not. The table in
(31), repeated from (4) above, lists the numbers of altargand non-alternating (faithful)
paradigms by the place of articulation of the final stop, astbin TELL (Inkelas et al.

2000).

(1)  Place Alternating  Faithful Total % alternating
p 247 47 294 84%
t 214 1041 1255 17%
i 117 74 191 61%
k 1071 191 1262 85%

To replicate the effect that place has over the distributibuoicing alternations, the lan-
guage learner must separately keep track of words that ediffénent stops. The fact that
laryngeal features affects stops of different places afw@etion differently is well docu-
mented (e.g. Lisker & Abramson 1964; Ohala 1983; Volatis &&1i1992). Additionally,
the lenition of voiceless stops to voiced stops between imis@lso very well documented
(for an overview, see Kirchner 1998). These effects quiaeigibly give rise to a family of
constraints that penalize voiceless stops between vowdsy, *VtV, *V EV, *VkV. The
interaction of each of these constraints witltENT(L AR) will allow the speaker to discover
the proportion of the stop-final nouns of Turkish that aléeenin each place of articulation.

Note that for each place of articulation, the speaker hasep krack of both the number of
words that alternate and the number of words that do not. IBikgeping a count of words
that alternate leads to a wrong prediction: Compare, faan t-final words ancff—final
words. There are 21#final words that alternate, but only 117?Tinal words that do. If the
speaker were to only keep a count of alternating words, theyldvreach the conclusion
that t-final words are more likely to alternate. But in fact, speakehoose alternating
responses With/f—final words more often than they do witHinal words, reflecting the
relative proportions of alternating and non-alternatirogims, not the absolute number of
alternating nouns.
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Similarly, keeping track of just the non-alternating nowi also make the wrong predic-
tion. Comparingg?—final words andk-final words, we see that there are more than twice as
manyk-final non-alternators than the%final non-alternators. Speakers, however, choose
non-alternating responses wikkfinal words less often than they do wiﬁ'qfinal words.

In order to match the proportion of alternating stops in eplelte, both alternating and
non-alternating words will need to be tracked.

Imagine a learner that has learned just two paradigﬂmﬂ?‘ ~ amao}i andsepet” ~
seplef’-i. While one alternates and the other doesn't, no inconsigtisrdetected yet, since
IDENT(LAR) interacts with two different markedness constraints.(32)

(32)

IDENT(LAR) 1 *VtV |  *V{V
a. ama-i = amaf"-i L ! ! W
b. sefet’-i - sefed-i w ! L !

Running RCD on (32) yields the clone-free grammarﬁ‘W>> IDENT(LAR) > *ViV. If
the speaker learns the womdaﬂ“ ~ anaﬁ"-i, however, the grammar becomes inconsistent
(33).

(33)

IDENT(LAR) E *\/tV E /v
a. ama-i ~ ama"-i L | LW
b. ana"-i - anak-i w i i L
c. sepet-i ~ sefed-i w E L E

Since there are no columns in (33) that don’t have L's in the@D stalls. Cloning either
*VEV or IDENT(LAR) can resolve the inconsistency. In this caseﬁ\*Ms chosen since
its column has the least number of non-empty cells. Thetresaloning *VEV is shown
below:
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(34) | D(voice) i aYiY; i *VEVamayhi *VﬁVanagh
a. ama-i = amaf"-i L i i w i
b. ana"-i - anak-i W i i i L
c. seflet’-i - sepled-i w E L E E

Installing *VEVama? removes the first winner-loser pair. This leavegNT(LAR) with no
L's in its column, so it is installed, and the last two winneser pairs are removed. Then,

*VtV and *VEVana? are installed, yielding the ranking in (35).

(35) *V{V g > IDENT(LAR) 3> *VV, *V §V_ =

The resulting grammar has successfully partitioned the aedilable to the learner: Lexical
items that end irfare listed with the two clones of *E)v and thet-final noun was not listed,
sincet-final nouns behave consistently in this limited set of data.

Cloning of *VtV will only become necessary once the speakeroeinters a word with an
alternatingt, e.g.k"anat' ~ k"anad4 ‘wing’, as in (36). Note that whenever the speaker
learns a new paradigm, information about constraint cdsflitay change; therefore, con-
straint cloning always starts from square one with the amditf a new winner-loser pair.

(36) ! I -
ID(voice) | iV ! VIV
a. ama-i - amaj-i L E E w
b. and-i - anag-i W E E L
c. kanadi >~ kManaf-i L i w i
d. sepet-i - sefled-i w E L E

Given (36), cloning *\§V will not suffice to make the grammar consistent. If§V is
cloned first, the learner will install *@Vama?n and remove the first winner-loser pair, but
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then they will still have a tableau with no columns that hagd.is in them. Cloning *VtV
as well will solve the inconsistency, and the resulting greanwould be as in (37).

(37) VAV g "V anap > IDENT(LAR) > VAV (yep, *VV a1

The resulting grammar in (37) successfully partitionedléxécon: t-final nouns are listed
with clones of *VtV, and{-final nouns are listed with clones of ¥. These partitions
are defined by the constraints that distinguish winners filasars. The language learner’s
ability to treat each place separately is a consequence=avtilability of universal con-
straints that relate voicing and place of articulation. Sheonstraints let the speaker detect
inconsistency in each place separately, and create lis¢xictl items in each place.

5.3. The size effect

Both the lexicon §2) and the experimental resuli3] show a higher preference for alter-
nations in poly-syllabic nouns relative to mono-syllabiicevery place of articulation. The
size effect is not equal across the different places, howeveno-syllabic nouns gener-
ally don't alternate, regardless of the place of articolatf their final stop. Poly-syllabic
nouns usually do alternate if they grdinal or E—final, but not if they ard-final. Speakers
have replicated this pattern of differential treatment olygsyllabic nouns. In statistical
terms, the size and place affect have a significant interactnd the implication for the
learner is that the proportion of alternating nouns is ledreeparately in each place-size
combination.

The proposed account of this size effect relies on the posaf the alternating final stop
relative to the initial syllable of the root. In a mono-syia noun, the unfaithful map-
ping from a voiceless stop to a voiced one affects the initydlable of the base, while a
voicing alternation in a poly-syllablic noun doesn't afféice initial syllable. Initial sylla-
bles are known to enjoy greater faithfulness cross-lirtgaily, as formalized by Beckman
(1997)1* The availability of a faithfulness constraint that progechly mono-syllabic roots
allows the speaker to partition the lexicon along this disi@m, putting mono-syllables in
one partition, and leaving the other nouns, which are thesepoly-syllabic, in another
partition. The formalization of initial-syllable faithfiaess in Beckman (1997) refers to the

¥In a separate line of work, Dresher & van der Hulst (1998)wdesimilar results by using head/dependent
asymmetries.
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initial syllable of the derived form, not the output, but thee of positional faithfulness
defined over the base is not without precedent, e.g. Kagéo)9

The role of the word-initial syllable in the distribution lafryngeal features in Turkish is not
limited to voicing alternations. Generally in the languageoda stop followed by an onset
stop will surface with the laryngeal specification of the etrstop (e.gis.t"ib.dat" ‘despo-
tism’, *is.t"ip".daf"), but a coda stop in the initial syllable may surface wittiritependent
voicing specification (e.gnak".bul ‘accepted’ eb.k"em‘'mute’).

For concreteness, this section focuses on Iearning?—ﬁrml nouns of Turkish with simple
codas. The relevant lexical counts are in (38).

(38) CVif cvevy Total
Faithful 18 44 62
Alternating 3 96 99
Total 21 140 161

Given both mono-syllabic and poly-syllabic nouns that dd o not alternate, as in (39),
the learner can successfully separate mono-syllabic fiawtspoly-syllablic ones by cloning
the specific DENT(LAR)1 first.

(39) ~
IDENT IDENTs1 *V {V

a. safi >~ sacg-i W W L

b. thad-i > thatf-i L L w

C. anaffh—i - ana%—i W L

d. amads-i = amat"-i L w

IDENT(LAR)q1 can be identified as more specific thareNT(LAR) by examining the num-
ber of W's and L’s in each column, since the more specific cairdtwill necessarily assign
a subset of the W's and L's that the general constraint asgifgssier 2007). The result of
cloning IDENT(LAR)g; is in (40). Since only mono-syllabic stems are assigned WIsso
by IDENT(LAR)s1, Only mono-syllables get listed by clones at this point.
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(40) ~
IDENT | IDENTo1 g | IDENTo1mam| *v/ vV

a. saffh—i - sa(%—i W W L

b. thad-i > that/-i L L w

c. ana{fh—i - ana%—i w L

d. ama(%—i - amaﬁ\h—i L w

The column of DENT(LAR)Glseﬁh has no L'sinit, so it can be installed;and the first winner-
loser pair can be removed from the tableau. While the moiiaksy ¢-final nouns were
successfully listed by clones abENT(LAR)g1, the learner is not quite ready to discover the
rest of thetf—final nouns. Given the tableau in (40), there are no comsgran install after
the installation of [DENT(LAR)Glsa&h, so either bENT(LAR) or *VE‘V will need to cloned.
Once either of them is clonetfai™ andamay™ will be listed with one clone, ananai™ will

be listed with the other. Assuming it iSENT(LAR) that is cloned, the resulting grammar
will be the one in (41).

(41) IDENT(LAR)o1gn > IDENT(LAR) 0 > AV >
IDENT(LAR)Glthaah, IDENT(LAR)thagh’ ama”

The problem with the grammar in (41) is that the lexicon ismertly partitioned in the way
the learner needs it to be: The specifieNT(LAR)q1 correctly lists all and only the mono-
syllables, but the generabENT(LAR), in addition to correctly listing all the poly-syllabic
#/-final nouns, also incorrectly lists the mono-syllaifinal alternators.

The problem is that the generadeNT(LAR) assigns W's and L's to all nouns, regardless
of size, potentially allowing some nouns to “double dip”,s&®n in (41). To ensure that
nouns are not listed multiple times, the learner needs tcensake that when they clone
a specific constraint and list words with the clones, theg asore any W'’s or L's that a
more general constraint assigns to these listed wordseloake of (40), the learner needs
to notice that bENT(LAR) is more general tharDENT(LAR)q1 (as determined by the fact
that IDENT(LAR) assigns a superset of the W’'s and L's theeNT(LAR)41 assigns), and
ignore (or “mask”) the W’s and L's thaDIENT(L AR) assigns to the nouns that are listed by
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IDENT(LAR)q1.® The correct tableau, with the masking of the W ttsg N T(LAR) assigns
to sajf-i and the L that it assigns tBad-i, is in (42).

(42) IDENT | IDENTo17| IDENTo1,7 | vV
a. saﬁ\h—i - sa(%-i @ \W L
b. thag-i - thaff™i %) L w
C. anaffh—i - ana%—i W L
d. ama(%—i - amaﬁh—i L \W

Given the tableau in (42), the column abENT(LAR) has the fewest W’'s and Ls, so
IDENT(LAR) will be chosen for cloning. The learner will clone#NT(LAR) and success-

fully list just the poly-syllables with it. The resulting@mmar will be the one in (43). This
grammar achieves the intended partitioning of the lexicbie g?—final nouns are divided

into mono-syllables and poly-syllables, and within eactegary, the nouns are further
divided into alternators and non-alternators.

(43) IDENT(LAR)o1gn > IDENT(LAR) i > AV >

|DENT(LAR)01thay~n, IDENT(LAR)ama?h
To summarize, the analysis of the size effect in Turkisheselbn the availability of a
specific version of DENT(LAR) that only assesses voicing alternations in mono-syl&able
The speakers uses the specifieNT(LAR)q; to list the mono-syllables, leaving the poly-
syllables to the care of the generalEINT(LAR). The intended result relies on two princi-
ples: (a) the selection of the constraint to clone by idgimgf the column with the fewest
non-empty cells, and (b) the masking of W’s and L's from gaheonstraints upon the
listing of items with a specific constraint.

%The masking operation can also be defined to operate onlysyrsidce the W’s will be removed by the
installation of a clone of the specific constraint, and magkif W’s will turn out to be vacuous.
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5.4. Combining place and size

The distribution of the voicing alternations in Turkish isadyzed here as affected by two
factors: The place of articulation of the final stop, whichsvedtributed to the markedness
of different stops between vowels, and the size, which waibated to specific faithfulness
to voicing in mono-syllables. The two effects have a sigaiiicinteraction, where the size
effect is strong in labials and palatals and much smallecdoonals. This section will show
how the learner can model this interaction by using pairsastraints to list lexical items.

The tableau in (44) shows the full range of possible winneet pairs given two places (t
andﬁ), two sizes (mono-syllabic and poly-syllabic) and two adtgion patterns (faithful
and alternating). The intended result is for the speakeattition their lexicon by size and
place, making four partitions, and within each of the fourtter partition and list alternat-
ing and non-alternating items separately. Using the ctptéchnique that was offered in
85.2 andg5.3 above, no constraint will lead to the correct partitigpiFor instance, cloning
IDENT(LAR)q1 Will separate the alternating mono-syllabic nouns fromrthe-alternating
mono-syllabic nouns, ssaf andat" will be listed with one clone antfag" andthat" will
be listed with the other clone. But this listing collapses fitace distinction, puttin&-final
nouns and-final nouns in the same patrtition.

(44) ~
IDENT | IDENTg1 | *V{fV *VtV
. satfi-i >~ sacg-i W w L
. thadg-i - thath-i L L w
. anaffh—i - ana(%—i W L
. ama(%—i > ama{fh—i L w
. ath-i = ad-i w \W L
thad-i >~ thath-i L L w
. sepetl-i - sep"ed-i W L
. kManad-i > k"anat"-i L \W

45




The mechanism of cloning must be made sensitive to the \@sources of conflict in the
data: The column ofDENT(LAR)g1 indeed contains W’'s and L's, but these conflict with
different constraints. Some W’s thabBNT(LAR)y1 assigns are offset by L's from *VtV,
and some are offset by L's from ’ﬁX/ Similarly, the L's that bENT(LAR)s1 assigns are
offset by W's from *VtV and from *VEV.

To capture the different sources of conflict in the data,caixitems that are listed with
clones of bENT(LAR)s1 must also mention which constraint they conflict with: If a-le
ical item gets a W fromENT(LAR)q1, this W must be offset by an L from some other
constraint, and vice versa. The clones DENT(LAR)s1 don't simply list lexical items,
but rather list lexical items by the constraint they confligth, or more formally, clones
list (constraint,{lexical itemg) pairs. This is shown in (45). As before, the listing of
items with clones of the specifiOENT(LAR)q1 causes the masking of W’s and L's from
the column of the more genera@NT.

(45) IDENTs1 | IDENT41

IDENT | (v, sy, | vy, tagy,| *VEV | *VitV
vty athy | vy, that)

a. saffh—i - sadg—i W L

b. thadg—i - thaffh—i

= ®®
=

c. anaﬁ\h—i - ana%—i

d. ama(%—i - amaﬁ\h—i L W

e. ath-i = ad-i

)
f. thad-i = thath-i @ L W
W

g. sep'etl-i = sep’ed-i

h. kPanad-i = kanat"-i L W

Next, the learner is ready to clonedNT(LAR), which will again list items by the con-
straints they conflict with. The resulting grammar is in (46)
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> VYV, VY >

(46) IDENT(LAR)01<*VW I IDENT(LAR)<*VW and™
(*Vtv, ath) (*Vtv, sepef)

IDENT(LAR)01<*VW thaghy IDENT(LAR)<*VW amd™

(*Vtv, thath) (*VtV, k hanaf)

This grammar correctly partitions the lexicon: Clones mENT(LAR)1 list all the mono-
syllabic stop-final nouns that the speaker has, and thodeidner divided by markedness
constraints inta-final and gf-final nouns. Of course, the full grammar also ligtéinal
nouns under *VpV, and thodefinal nouns that show a voicing alternation are listed under
*VKV (for more on k-final nouns, se€5.6). The nouns that were assessed neither W’s nor
L's by IDENT(LAR)s1, Which are therefore poly-syllabic, are listed by clonethefgeneral
IDENT(LAR). These again are listed by the markedness constraint biattT{L AR) con-
flicts with, correctly separating the poly-syllabic noursarding to the place of articulation

of their final stop.

This grammar allows the speaker to learn the proportiontefr@ting nouns in each size
and place combination, with these combinations made dlailyy listing lexical items with
pairs of constraints.

5.5. The complex coda effect

As discussed irt2 and§3, stop-final CVC nouns have a lower proportion of alterrator
relative to CVCC nouns. The complexity of the coda does nge lthe same effect in all
places of articulation, e.g. CVCC nouns have a proportioalfrnators that's similar to
the proportion of alternators among the poly-syllables mpédinal and E”—final nouns are
considered, buk-final CVCC nouns pattern with the mono-syllatkidinal nouns, which
have a low proportion of alternators.

Of the 354 stop-final nouns in TELL that have a complex cod4,2/e a sonorant before
the final stop, and 39% of those 244 nouns alternate. Of thedd®s that have an obstruent
before their final stop, only 3% alternate. Since only sontsrdead to a non-negligible
proportion of alternators, only sonorants were used in spement in§3, and hence only
nouns with a sonorant before their final stop will be congiddrelow.

The alternation of nouns with simple codas was attributegbi2 to a family of marked-
ness constraints that penalize intervocalic voicelegsssttvpV, *VtV, *V EV, and *VkV.
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Similarly, the alternations of nouns with complex codastistauted here to markedness
constraints that penalize voiceless stops between a suramasonant and a vowel, namely
*RpV, *RtV, *R EV, and *RkV. This formulation of the constraints collapske distinction
between the nasal sonorar{ts, n} and the oral sonorantd, X\, r, y}, which might be
an over-simplification. In the lexicon, stops are more lk&d alternate following nasals
than following oral sonorants (47.6% vs. 29.3%), a tendethey was also found in the
experimental results (49.0% vs. 39.6%).

The pattern of alternating and non-alternatﬁg[jnal nouns with final complex codas is
shown in (47). The markedness constrainﬁ‘prrefers alternation, while the familiar
IDENT(LAR) and IDENT(LAR)s1 prefer a faithfully voiceless root-final stop.

(47) ~
IDENT | IDENTs1 *RYV
- ~
. gonf™-y > gondk-y \W w L
. gen%—i - genﬁ\h—i L L W
c. gylyng™y >~ gylynd-y | W L
d. gyven(%—i - gyvenﬁh—i L w

With different markedness constraints regulating voi@tgrnations in nouns with simplex
codas and complex codas, the learner can easily partitotexticon by the complexity of
the final coda. Adding the nouns with complex codas in (47h&grammar in (46) gives
rise to the more complete grammar in (48).

(48) IDENT(LAR)s1 oV sagny IDENT(LAR) VV, andf™
(v, ath>ﬁ (v, sep“eﬂ:)
(*RYV, ganf™) (*RYV, gylyng™)

> RYV, VIV, *VEV >

IDENT(LAR)(,1<*VW thaghy IDENT(LAR)WW amdh)
vy, that") (*VtV, k "anaf)
(*R{V, geny™) (*R{V, gyvenf™)

The grammar in (48) allows the speaker to partition tl(fei'mal nouns by their mono- or
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poly-syllabicity, and within each length, by the complgxdf their coda. Within each of
the four kinds of&-final nouns, alternators are separated from non-altesagiving the

speaker access to the relative proportion of alternatingneian each partition. The stimuli
with complex codas that were used in the experimefiBiwere all mono-syllabic, and for
those nouns, speakers successfully replicated the propaftalternators from the lexicon.

Poly-syllabic nouns with complex codas were not treatedusgply in the statistical anal-
yses in§2 due to their small number relative to the poly-syllabic mewith simple codas.
Of the 301 mono-syllabic nouns in TELL, the 164 nouns thaehawomplex coda make
a respectable 54.5%. However, the 190 poly-syllabic nouitts avcomplex coda make a
mere 7% of the 2701 poly-syllabic nouns in TELL. Consequeptbly-syllabic nouns with
complex codas are not very representative of the Turkisiedexas a whole, nor are they
representative of the poly-syllabic nouns of Turkish, dmeteéfore they were not tested in
the experiment i3. They are included in the analysis here for the sake of cetapess.

5.6. \oicing alternations and k~( alternations

The discussion of voicing alternations§@ and§3 abstracted away from the fact that post-
vocalic dorsals delete, rather than become voiced. Theatroleservation in this context
is that the voicing of stem-final stops and the deletion afnstimal dorsals are icomple-
mentary distribution This is seen in (49) below, where post-vocalic dorsalseeitiurface
faithfully in the possessive (a-b) or delete (c-d), wherpast-consonantal dorsals either
surface faithfully (e-f) or voice (g-h).

(49) bare stem possessive
a. ok ok"-u ‘arrow’
b. hekhikh hekik-i ‘slanting’
C. gok go-y ‘sky’
d.  {hilekh tfhile-i ‘strawberry’
e. mylK’ mylkP-y ‘real estate’
f. mehenk mehenk-i ‘measure’
g. renk reng-i ‘color’
h. K'eg'enk’ k"ep'eng-i ‘rolling shutter’
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Given ak-final noun in Turkish, it is not predictable whether it willirface faithfully or
unfaithfully, but if it is known to surface unfaithfully, is predictable whether the final [K]
will voice (following a consonant) or delete (following awel). If dorsal deletion were in
some sense an independent process of Turkish, its compiamelistribution with respect
to voicing would be left unexplained.

Both the voicing and the deletion of final dorsals show a sliteetin TELL (50). While the
size effect is dramatic for the post-vocalic dorsals (3%0@&8%6), there is also a noticeable
size effect for the post-consonantal dorsals (10% vs. 4£%).

(50) Size Faithful Alternating % alternating
Deletion  mono-syllabic 42 1 3%
poly-syllabic 79 1048 93%
\oicing mono-syllabic 45 5 10%
poly-syllabic 19 13 41%

The deletion of a final dorsal does not violateeNT(LAR), but rather violates Mx, a
faithfulness constraint that penalizes deletion. To l¢hesize effect, the learner will need
to use the general Mx and the specific Mx 41, which penalizes the deletion of material
from the initial syllable of the stem.

The complementary distribution of voicing alternation alwdsal deletion is apparent from
the summary of the ranking arguments, exemplified with meyitabic nouns in (51).
There is a conflict betweemENT(LAR)y1 and *RkV, and there is a separate conflict be-
tween MaX 41 and *VkV. The learner is free to discover each conflict sefgdya

The size effect is highly significant in both cases, as detehby the Fisher exact test. For the post-
vocalic dorsals: odds ratie 542,p < .0001; for the post-consonantal dorsals: odds rat p < .005.
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(51)
IDENTs1 *RkV MAX 1 *VkV
a. mylk"-y >~ mylg-y W L
b. reng-i = renk"-i L W
c. ok"™u > o-u W L
d. go-y = gokl-y L w

If | DENTy is cloned first, DENT(LAR)Olmqu will be installed, followed by the installation
of *RkV. Then, either MaX 41 or *VkV will need to be cloned. If MiX41 is cloned, the
resulting grammar will be as in (52).

(52) IDENTOl(*RkV, mylkh> > *RkV > MAX 01<*V|(V, Okh> > *VkV
>> IDENTGl(*RkV, renkh>' MAXO']-(*VKV, gﬂkh>

Equivalently, If MaX 41 is cloned first, followed by the cloning obENT(LAR).1, the result-

ing grammar, in (53), is just as good as the grammar in (52¢@@nting for the available
data.

(53) MAX 01<*Vk\/, Okh> > *VkV > IDENT(LAR)(;]_(*RkV, mylkh) > *RkV
> MAX01<*VkV’ gokhy» > IDENT(LAR)s1 (*RKV, renkh)

Since the deleting dorsals and the voicing dorsals are irpamentary distribution, and
controlled by separate constraints, it doesn’t matter Wwhiend leads to cloning first.

6. General-purpose learning with the MGL

The Minimal Generalization Learner (MGL) of Albright & Hag€2002, 2003, 2006) is an
information-theoretic algorithm that generalizes patevver classes of words that undergo
similar alternations. MGL provides a reflection of trend¢hia lexicon and has the potential
to generalize them to novel outputs. The MGL has been showndoessfully model hu-
mans’ experimental results in novel word-formation taskh the past tense in English and
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with similar tasks in other languages, and is thus a goocesgmtative of a class of mod-
els that access lexical patterns without any bias agaimstrgizing from phonologically
unnatural trends.

The MGL works by reading in pairs of surface forms that arephotogically related, such
as a bare noun and its possessive form in Turkish, creatindegor each pair, and then
generalizing over those rules to make more general ruless&'more general rules can be
applied to novel bare nouns, giving a set of possible defivads with a confidence score
assigned to each. The MGL's operation is exemplified in (®4QWw. Two alternating nouns,
kPebap ‘kebab’ andfarap® ‘wine’ are read, and a rule is projected from each (54a,b).
The MGL identifies the structural change in each paradigrfi (hecomes [H), and the
environment in which this change occurs (which in its mostcHfic instance is the entire
remainder of each word). Each rule has a narrow scope, aplieafo the paradigm of a
single alternation word. In order to make a generalizatibe,MGL compares all the rules
it has and finds pairs of rules that share the same structhasge. Given a set of rules
with the same structural change, the algorithm comparesgrtheediate environments for
the change, and projects a new, more general rule (54c). @heaule has a wider scope
(as can be seen in the example, where it will apply to any pbafsic noun that ends in
ap") but its success rate is lower, since it will mistakenly ggplnon-alternating nouns that
end inap". This tradeoff between scope and accuracy is balanced bylatihg adjusted
confidence scores for each postulated rule.

(54) A minimal generalization in the MGL. The final subscript annotates the number
of syllables in the base.
paradigm change environment
a. Jarap', ~ farald, p"—bi/ Jara_
b. K'ebapl, ~ kMebalh, p"—bi/ k"eba_ ,
g — bi/ Xa_ >

As the MGL begins with a separate rule for every alternatiraydain the language and
gradually collapses these into a more general rule baseldearéliability, the question is
whether it would converge upon general rules of alterndtimsed on size, place, and vowel
quality factors.
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6.1. Materials and method

To simulate the behavior of the human participants as desttrin the experiment i3,
the MGL was provided with all the stop-final words in TELL aagitring data, and with the
stimuli of the experiment as test items. Since the MGL isthoidiscover generalizations
locally over a small span of segments, bases and their mpgsderms were annotated at
their right edge with the mono-syllabic status of the base]lbw the MGL to discover the
size effect locally, at the site of affixation. In additiohetMGL received a feature matrix
of the consonants and vowels of Turkish, which it uses to fiautimnal classes. The results
reported here were obtained by running the MGL at the 75% denée level, which is the
level that generated the results that most closely matdteetiman results.

For each test item, the MGL generated alternating and renAalting possessive forms,
each form associated with a confidence score, which repgeetiam likelihood of getting
that response from a human. To calculate the proportiontefrelting responses that the
MGL predicts, the confidence score of each alternating respwas divided by the sum of
the confidence scores of the alternating and non-altemagisponses. For example, given
the nounfat”, the MGL produced the forrfat’-i with a confidence of 87% and the form
fad-i with a confidence of 23%. The predicted alternation ratefdtrwas calculated as
23%I/(23%+87%) = 21%. Thus, the MGL predicted alternatidagdor each of the 72 test
items of the experiment.

6.2. Results

The chart in (55) shows MGL’s prediction for the nonce wordgdiin the experiment,
grouped by size vs. place, plotted against the proporticaltefnating words in TELL in
the corresponding size and place. The MGL predictions nestthe lexicon very well
(Spearman’s rank correlation test, = 18, p = .937,p < .001). In fact, the MGL's
correlation with the lexicon is a little better than the edation of the experimental results
with the lexicon (compare with 15 above).
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(55) Rates of alternation in the lexicon, by place and silmigal against the percentage
of alternating responses predicted by the Minimal Gerwatdin Learner.
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The MGL prediction match the lexicon for the height effectveall, as shown in (56),
with significant correlation (Spearman’s rank correlatiest, S = 92,p = .678,p < .05).
This contrasts sharply with the lack of correlation betw#ss lexical statistics and the
experimental results (see 16 above).
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(56) The difference in rates of alternation between highramthigh vowels, by size and
place, in the lexicon and in the MGL results.
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6.3. Discussion

The MGL's impressive performance in matching the lexicahtts of Turkish voicing alter-
nations were to its detriment. In out-performing the pgrtdats of the experiment described
in §3, it failed to mimic human behavior.

The MGL is a powerful learner for phonological patterns. éiwnothing but a list of
paradigms and the natural classes that the segments imif folearned that Turkish has
voicing alternations and that there are factors that arectaded with their distribution.
However, since the MGL lacks a theory of possible interactibetween phonological ele-
ments, it could not ignore the predictive power of vowel he@nd backness in determining
the alternating or non-alternating status of attested s\oamd it used all the correlations it
found in predicting the status of novel forms.

Humans, we argue, are biased to ignore any effect that vouaditgg might have on the
voicing of a neighboring consonant. This one and the sansib@bserved in two domains
of linguistic investigation: In the cross-linguistic studf regular phonological phenomena,
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and in the language-specific study of the distribution oidatky-determined phonological
processes.

The MGL results are representative of a wider range of legralgorithms, such as CART
(Breiman et al. 1984), C4.5 (Quinlan 1993), or TIMBL (Daelam et al. 2002), which use
purely distributional properties of a lexicon to model humieehavior. The MGL's advan-
tage over these other models is that it isn’t given a list afgille generalizations to explore
in advance, but rather generates its own set of hypotheseath iddels other than the
MGL, the lack of vowel effect could be hard-wired by not swyipd the model with infor-
mation about vowel quality. Since these models are not Spégilanguage and therefore
don't have any information about natural phonological iattions, such an exercise would
offer little insight into the problem at hand. The MGL simiiten is informative specifically
because it is given whole words to deal with, without add#iocinformation about which
generalizations to attend to.

The MGL results show that a model that isn't equipped withtaoébiases that determine
the universal range of phonological interactions will balsle to successfully mimic human
behavior and ignore accidental regularities in a lexicon.

7. Conclusions

This paper presented a study of Turkish voicing alternatithrat contrasted trends found
in the Turkish lexicon with the knowledge that speakers labaut it, showing that speak-
ers are biased to reproduce certain trends but not others.eXjrerimental finding, that
speakers do not adopt an omnivorous model of statisticatrgémation when it comes to
vowel-consonant interactions, fall under a more genetabfseonclusions about the pho-
netic basis for phonotactic interactions. Taken togethese results suggest a more general
implication for realistic models of inductive generalipat from linguistic regularities: the
need for a balanced interaction between the power of trgadtatistical information and the
constraints of linguistically-specific filters that guidestlearner’s analysis and acquisition
of phonotactic patterns.
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7.1. Use of base rate information in deneutralization

Whether or not a stop-final noun will fall into the alternatior non-alternating class of
words in Turkish is seemingly unpredictable: the unsuffiredn stensopg' does not alter-
nate when a vowel-initial suffix is added, as in the posse&sedsod‘-u, but the noun stem
%oph does: its possessed form@ab—u. Given a nonce word likeog', in which the stem-
final consonant appears at the end of the word in coda positiendistinction between
alternating and non-alternating stops is neutralized tddiee process of coda devoicing in
Turkish.

When a speaker is presented with the novel faopand asked to form the possessive, they
have to undo the neutralization caused by final devoicind,datide whether the final stop
is of the alternating or non-alternating kind. Thisneutralizationtask shows a number
of parallels with more general schemalmckwards blockingnference, discussed in the
literature on causal reasoning and inductive inferencestudies on backwards blocking,
participants observe an outcome occurring in the presehteogpotential causes (A and
B). Participants observe that event A independently catieesutcome. Participants are
then often less likely to judge B as the cause of the outconme éxample task in which
backwards blocking inferences arise is in the “blicket dete task of Sobel et al. (2004),
in which children were introduced to a blicket-detectingcimiae that lights up and plays
music when certain objects (blickets) are placed on it ancew@d that “blickets make
the machine go”. In the blicket-detector backward-blogkiask at hand, A and B are
two blocks placed on the blicket detector together whichiltéas the machine activating.
Subsequently, object A is put on the detector alone, agamltneg in activation of the
machine. Children were then asked whether B was a blicket.thAgdetection of B's
blickethood is neutralized in the presence of A, a knowrkialicthe “logical” response rate
of whether B is a blicket should have been a 50% rate of guéisatis was. Nonetheless, in
Sobel et. al's Experiment 3, they showed that 4-year oldiotil were remarkably sensitive
to the base ratesof whether something was likely to be a blicket, and made dgbi®
information in the face of the logical uncertainty of backdralocking. In this experiment,
they exposed and familiarized children to a humber of norigiects before introducing
them to the blicket detector. There were two conditions.hk‘rare blicket” condition, 1
out of 10 of the objects that the participants were exposdabtorehand were blickets. In
the “common blicket” condition, 9 out of 10 objects were kéits. The children were then
presented with the same task described above: seeing teot®pbp and B, seeing that A
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lights up the blicket detector, and seeing that A and B tagdight up the blicket detector.
The children were then asked if B was a blicket or not. The @-ydds categorized B as
a blicket on average 25% of the time in the rare blicket sebup 81% of the time in the
common blicket setup, showing that they actively employadebrate information in the
deneutralized context of B alone.

The backwards-blocking blicket detector task is highly iEimin structure to the coda
deneutralization task we performed with nonce words in iBlrkParticipants observed an
outcome (e.g. [{ in final position) which occurs in the presence of two pontauses.
One potential cause is the process of coda-devoicing, aadamd potential cause is if this
noun falls into the non-alternating class of words with alfjpd]-throughout their noun
paradigm. Once itis known that the presence of A alone iscéerffi to trigger the outcome
(in this case, that coda devoicing exists as a regular psaneRurkish), then the likelihood
that B is playing any role in the outcome should logically 8% When Turkish speakers
are presented with a word likeog' and asked whether to judge whether the deneutralized
form should bezgp-u or zab-u, however, they take into account the overall likelihood tha
a word of this shape is in the alternating class. For monaisidinouns with a final labial
stop, there is only a 30% base rate that it will be in the adténg class. The results of
the experiment reported here show that Turkish speakerarn@hdo use this information in
reasoning whether a word liksg' should be in the alternating class.

Turkish speakers thus track and consult the base ratesohatiing nouns in their lexicon
that match the size and place of the noun under considerdgionilarly to the findings of
Ernestus & Baayen (2003), speakers appear to be highlytisertsi lexical statistics that
can aid them in informed guesses in “predicting the unptabie” to determine how to
deneutralize a potentially alternating word. Despite feissitivity to generalizations about
the effects of word size and shape on voicing, however, sgealid not consider the vowel
that precedes the stem-final stop, even though their lexdoortains a statistically signifi-
cant generalization about the effect of final vowels, on¢ dhaachine learning simulation
had no hesitation in aggressively extending to nonce warddtions.

Recall that just like the Turkish speakers, the Dutch spsakeErnestus & Baayen (2003)
ignored vowel height, but they did not ignore vowel lengtrowél length, unlike vowel
height, is universally correlated with the voicing of a élling stop, and thus should be
learned by speakers who are biased by Universal Grammatr.
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7.2. Phonetic features as a basis for second-order phonotars

We claim that speakers are attuned to certain factors aratdgothers, and furthermore,
that the choice is based on a principled inventory of unalgrgossible phonological in-

teractions. Among these are the fact that the size of a waldtaa place of articulation

of an alternating stop are reasonable determinants of phctiimdistributions to consider
in whether a stop will undergo a voicing alternation or naf, that the height or backness
of a preceding vowel are factors that learners are biasetisigaonsidering in tracking

phonotactic generalizations.

The size effect can be traced to a well-known initial sykabffect. Cross-linguistically,
initial syllables enjoy greater faithfulness, or resis&to alternation (Beckman 1998). The
initial syllable plays a central role in Turkish phonologyative Turkish nouns allow voiced
codas only in the initial syllable (e.ab.la ‘elder sister’,ad ‘name’), and initial syllables
serve as starting points for vowel harmony. Napikoglu &n€et(2006) find that children
quickly master suffixal allomorphy for the aorist, which &sled on syllable-count. Ketrez
(2007) finds that children’s metathesis errors involvingidés (e.g. k"it"ap" — khiphat”
‘book’) do not occur with monosyllables (e.giap’) and attributes this to protection of
initial-syllable. In addition, Barnes (2001) finds signdfitly longer duration for initial
syllables in Turkish. Hence, a predicate such as “withitidhsyllable” is likely to be a
salient factor for Turkish learners, and thus biases atterio alternation rates correlated
with this factor.

The place of articulation of stem-final stops is also verglijito influence alternation rates.
Different places are known to interact differently with einig Lisker & Abramson (1964);
Ohala (1983); Volatis & Miller (1992). Specifically in Tudd, dorsal stops delete rather
than undergo voicing intervocalically, supplying a cuedarhers that the behavior of at
least one place must be learned separately. Indeed, NakigoUntak (2006) show that
Turkish-learning children are sensitive to the differahiehavior of the different places of
articulation.

By contrast to size and place, the vowel that precedes the-fisal stop is not likely to
play any causal role in stop alternations, and hence we @ngitiéearners ignore this factor.
Although consonant voicing has been argued to affect vowight in various languages,
as in Canadian Raising (Chambers 1973; Moreton & Thomas)20u¥Polish (Gussmann
1980) — in many cases due to the historical development ditguaternations from a
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pre-existing vowel length contrast in closed syllables -er¢his no report of vowel height
or backness inducing a change in voicing in a following alestt.

We argue that this typological gap reflects a principled hacim the inventory of possible
phonological interactions, and specifically that phonmlalggrammars lack any constraint-
based or rule-governed process of vowel quality affectidig@nt consonantal voicing.
In fact, Moreton (2008), in an attempt to teach an artificiaduage pattern with height-
voicing interactions (i.e. in which VC sequences were abvhigh vowel followed by
voiced consonant or nonhigh vowel followed by voicelesssooiant), found that partici-
pants were biased against generalizing this pattern. l@pidy, Moreton’s subjects were
able to learn a comparably complex vowel-to-vowel intécagtsuggesting that the failure
to learn the height-voicing pattern was truly due to an arabjas.

While studies of phonotactic typology and the predictiofiglmonological theory make
clear that relations between vowel height or vowel backaeskthe voicing of a following
stop are not possible phonological interactions, it is hetdase that all vowel-consonant in-
teractions are disfavored in natural language; on the agntsuch interactions can be quite
commonplace. For example, front high vowels force a charidleeoplace of articulation
in an adjacent obstruent consonant in a number of langussgating to phonotactic bans
against sequences suchtassi, or ki as opposed to;ﬁ or fi; such palatalization processes
are found in Japanese, Italian, Finnish, and Korean, amamgy rather languages (Bhat
1978; Hall & Hamann 2006). Similarly, consonants can affeetdistribution of adjacent
vowels, as in the case of nasalization in Brazilian Portagué which a stressed vowel
must be nasalized before a nasal consonant, leading to f@uticdbans against sequences
such asanaas opposed tana(Wetzels 1997). Importantly, these cases of consonanelow
assimilatory interactions are mediated by the fact thaptianetic feature in the consonant
that triggers the change is identical to the changed featarthe vowel (or vice-versa):
for example, the palatal place of articulation of high freotvels is identical to the palatal
place of articulation of the consonant affected by palzadilbn, and the phonological rep-
resentation of the Place of Articulation [af and[¢] has been argued to be identical (Hume
1994). Similarly, nasal consonants and nasalized voweisest common phonetic articu-
lation, [+nasal], required in the production of sounds that allow @irfthrough the nose
(Cohn 1993).

The cases of palatalization and nasalization discussedeaye processes in which vowel-
consonant interaction is mediated by a common supralagyrggonetic feature. There
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are also, in fact, cases of vowel-consonant assimilatasgractions involving laryngeal
features. One such phonotactic restriction involves wgiaf obstruents, in which a high
tone on a vowel can affect the voicing of an adjacent the cuarsin(i.e. a high tone on
a vowel implies voiceless consonants, or vice versa), asdfan Shanghainese or Jabem
(Poser 1981). However, this vowel-consonant phonotasteraction involves a common
phonetic feature in both the trigger and target as well: kagie in vowels and voicelessness
in obstruents are both controlled by the laryngeal propefrstiffened vocal folds (Halle &
Stevens 1971).

Phonotactic interactions between vowels and consonagthias possible and indeed quite
common when the nature of the phonotactic restriction ire®h phonetic feature shared by
the vowel and consonant. The phonetic basis for this photiotiateraction can be either
a laryngeal feature that both the vowel and consonant skach, as stiffened vocal folds,
or a supralaryngeal feature that the vowel and consonare,stiech as place of articulation
in the vocal tract. However, the putative interaction of ebtveight with consonant voicing
does not even remotely fit within this rubric: vowel heightaissupralaryngeal feature,
consonant voicing is a laryngeal feature, and the two hay&virtually nothing to do with
each other either phonetically or in terms of their phonimalgrepresentations.

The same-feature constrairdn vowel-consonant interactions is thus an “overhypottiese
in the sense of Goodman (1955) and Kemp et al. (2007): a raeththypotheses that con-
strains the form of possible specific hypotheses and geratiahs induced from the data.
Whether or not the same-feature constraint on vowel-carggphonotactics is innate, or
perhaps itself induced in parallel, e.g. through use of eahthical Bayesian model (Good
1980; Kemp et al. 2007), is not something that our experiaie@asults speak to directly,
but is an important question for modeling how it is that thevebquality / obstruent voicing
phonotactic of Turkish is ignored.

7.3. Prior analytic biases filter statistical regularities

A number of current phonological theories adopt a constdhitmeory of possible phono-
logical processes. Optimality Theory posits a universatiimory of possible phonological
interactions that can be expressed as the result of thedtiiens among a universal set of
constraints (see Kager 1999a; McCarthy 2002). Parametigteta of phonological rules
express constraints on what can be a possible phonologitafction as a property of

61



the space created by a given parametric system (e.g. Dr&sKaye 1990; Archangeli &
Pulleyblank 1994; Cho 1999). Both the theories of univecsamistraint families and the
theories of parameterized rules of assimilation requiet the feature dictating a vowel-
consonant interaction must be shared by both the consondrtha vowel. These models
thus adopt a specific set of analytic biases, often calledddsal Grammar, that the lan-
guage learner brings to the task of extracting phonotaetiegalizations from the lexicon,
and that constrain possible generalizations that leammdrsnake. The possibility of con-
sonant voicing being determined or affected by vowel haighbwel backness is excluded,
or highly disfavored to the point that even significant enickefor such a relationship in the
lexicon is not enough. Computational modeling studies ofathogical rule induction have
converged on the conclusion that abstract learning biasgstb more compact, more accu-
rate, and more general finite-state transducers for géngraiorphophonemic alternations
(Gildea & Jurafsky 1996).

If these phonetically-unmotivated patterns are never aseldn fact excluded or disfavored
by learning biases, why do exist in the Turkish lexicon in tingt place? The existence
of a statistically significant trend for high vowels or fordkavowels to be followed by
alternating voiced stops in the Turkish lexicon is argualdd to the fact that the Turkish
lexicon represents an accumulation of several centurieghwblanguage contact. Many of
the lexical trends that identified in our quantitative l@xia@nalysis are ultimately traceable
to extensive lexical borrowing from Arabic, to much the sadegree that many of the
lexical trends found in English phonotactics, such as tligtexce of more words that begin
with [35] than[3], are ultimately traceable to lexical borrowing from Frememturies ago,
when Old French haﬁ%] but not[3] word-initially. In Turkish borrowings of words with
voiced stops in the source language, final devoicing in thie sg&em but not in the forms
with vowel-initial suffixes causes a noun to become alténgae.g. Arabicbur% ‘sign’

> Turkish bur?f" ~ burc?—u), whereas source words that end in a voiceless stop are non-
alternating across the paradigm. Arabic lacks the condser{phand E] and has many
nouns that end in [b] and?j], and as a consequence, the lexicon’s overall alterna#itesr
are boosted for those places of articulation. On the othad Hhe existence of many Arabic
nouns with feminine suffixat/-etboosted the number of non-alternating, non-high vowel,
coronal-final nouns. Ultimately, however, the historicgblanation for these lexical trends
is completely inaccessible to speakers that are not exipdnistorical linguistics, many of
whom (like the English speakers who know the wjrdge but not its origin), do not even
know that there was a source language that provided thiswed word, well-integrated
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into the phonotactics for centuries.

If indeed the skewed distribution of the Turkish voicingeaftations is largely due to mas-
sive borrowing from Arabic, it is instructive that Turkishesakers synchronically generalize
the historically accidental place effect, but discard theadly accidental height effect. His-
tory has dealt Turkish speakers a certain hand, and they nsendal Grammar to pick
the cards they want to keep. This view contrasts with the ggapin Hayes (1999), who
claims that when history creates non-Universal pattenqpsaleers are able to complement
their Universal Grammar with arbitrary generalizations.

In Turkish, the distribution of voicing alternations is rkmtown to correlate with the native
or borrowed status of roots (and as mentioned in the inttimludoanwords such agoup
> gurub-u conform to the polysyllabic-as-alternating generalma)i Thus, the sources of
some of the unprincipled statistical regularities are abdy historical in nature, yielding
phonetically-ungrounded synchronic patterns that arglgilgnored.

The result that Turkish speakers reliably extend base fateicing alternations based
on place of articulation and size of the word, but not basegrgeding vowel quality,
arguably due to an analytic bias against learning suchrarpiinteractions, strengthens
the finding of Moreton (2008) that English speakers were $essessful learning an arti-
ficial language pattern with height-voicing interactioand more successful learning non-
adjacent V-V interactions, in which high vowels were folkavby high vowels in the adja-
cent syllable. In Turkish, the case is even more strikingexéchl generalization is staring
Turkish speakers in the face, but they do not generalizedymtively in experimental con-
texts. The results provide support for an analyticallysbth mechanism of filtering lexical
statistics, one in which phonologically-implausible iatetions are not actively incorpo-
rated into phonotactic knowledge. There is by how a genaratensus that statistical
information is indispensable in arriving at phonotactiogelizations, a fact which our ex-
perimental results confirm. At the same time, accurate nsoafahe acquisition of phono-
logical knowledge need to build in a set of linguisticallyesific priors that constrain and
restrict the learning of statistical patterns. Apparergiyen a surfeit of the stimulus, not
every statistical fact about the lexicon is used or keptktiafc

We proposed a learning model which consists of identifyiogflicting lexical patterns in
the lexicon, resolving the conflict by cloning constrain®ce constraints are cloned, each
clone keeps a list of the words it governs, assuring thatiegisvords behave consistently.
At the same time, the clones can be used in a generalized &fayring only to thepro-

63



portion of words that are governed by each clone, to project thedétiend onto novel
words.

The resulting learner simulated the process of learningieda without relying on general-
purpose pattern matching. Rather, such statistical patteere filtered though a proposed
set of universal constraints that were augmented by th#yatulclone constraints. These
‘priors’ on what data is to be used in forming grammatical dtyyeses implicate an analytic
bias that, in this case, ignored the correlation betweerel/quality and consonant voicing
thanks to the absence of constraints that relate the twe,dlmsely modeling the pattern
produced by native speakers.
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