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Abstract

Some sublexical statistical regularities of Turkish phonotactics are productively extended in

nonce words, while others are not. In particular, while stop-voicing alternation rates in the

lexicon can be predicted by the place of articulation of the stem-final stop, by word-length,

and by the preceding vowel quality, this stop-voicing alternation is only productively condi-

tioned by place of articulation and word-length. Speakers’responses in forced-choice and

production tasks demonstrate that although they are attuned to the place of articulation and

size effects, they ignore preceding vowels, even though thelexicon contains this informa-

tion in abundance. We interpret this finding as evidence thatspeakers distinguish between

phonologically-motivated generalizations and accidental generalizations. We propose that

Universal Grammar, a set of analytic biases, acts as a filter on the generalizations that

humans can make: UG contains information about possible andimpossible interactions be-

tween phonological elements. Omnivorous statistical models that do not have information

about possible interactions incorrectly reproduce accidental generalizations, thus failing to

model speakers’ behavior.
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1. Introduction

Learners and language users can and often do use statisticalproperties of linguistic input

to discover hidden structure and make predictive generalizations about newly-encountered

items (e.g. Coleman & Pierrehumbert (1997); Bailey & Hahn (2001); see Saffran (2003),

Hay & Baayen (2005), Chater & Manning (2006) for recent overviews). While these abili-

ties to track statistical regularities in the input appear to be very powerful, at the same time

they also appear to be constrained: some patterns are more readily detected and used than

others. For example, Bonatti et al. (2005) found that adult learners exposed to artificial

grammars were much better at extracting transitional probability regularites over conso-

nants than equally matched transitional probabilites overvowels, suggesting that learners

preferentially pay more attention to statistics within consonantal frames. In a study of in-

fant learning of phonotactic patterns, Saffran & Thiessen (2003) showed that infants learned

statistical patterns that grouped together /p/, /t/, /k/ (i.e. voiceless stops) as a class of items

comprising the first sound in artificial word tokens much better than patterns that grouped

/p/, /d/, /k/ as this class, again suggesting that statistical learning may be less efficient when

the regularities are inconsistent with natural language structure.

In this paper, we examine a number of predictive statisticalphonotactic regularities found

within the Turkish lexicon, some natural and some unnaturalfrom the point of view of

phonological typology, and examine whether they are all kept track of and used to an equal

extent in on-line judgement tasks involving novel words. Byexamining whether adult

speakers of a language with robust statistical regularities will detect and extend the use

of unnatural patterns in generalization tasks, we can provide potential evidence for the role

of analytic biases as active filters on extraction of sublexical statistics.

Voicing alternations in Turkish are observed at the right edges of nouns, as in (1). Nouns

that end in voiceless aspirated stop in their bare form, suchas the pre-palatal stop [
>
Ùh], can

either retain that [
>
Ùh] in the possessive (1a-b), or the [

>
Ùh] of the bare stem may alternate

with the voiced [
>
Ã] in the possessive (1c-d).1

1Turkish orthography doesn’t represent aspiration, as it ispredictable from a combination of voicing and

morphological structure. For a discussion of laryngeal features in Turkish, see§4.1.
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(1) bare stem possessive

a. a
>
Ùh a

>
Ùh-1 ‘hunger’

b. ana
>
Ùh ana

>
Ùh-1 ‘female cub’

c. ta
>
Ùh ta

>
Ã-1 ‘crown’

d. ama
>
Ùh ama

>
Ã-1 ‘target’

Turkish exhibits a contrast between the voiced stops[b, d,
>
Ã, g] and the voiceless aspirated

stops[ph, th,
>
Ùh, kh] in onset position, e.g.ther ‘sweat’ vs. der ‘give-aorist’. In coda

position, however, the contrast is lost, with stops appearing voiceless and aspirated through

complete phonetic neutralization (Kopkallı 1993; Wilson 2003). This restriction on the

distribution of voiced stops applies productively to loanwords, e.g.roph ‘dress’ < French

robe. Voiced coda stops are allowed in the initial syllable of theword, e.g.ad ‘name’ or

abla ‘older sister’, and in a limited number of exceptional words.

When nouns that end in a voiceless stop are follwed by a vowel-initial suffix, the final stop

may surface with its voiced counterpart, e.g.
>
Ãoph ‘club’ vs. the possessed form

>
Ãob-u

‘club.3SG’; however, when followed by a consonant-initial suffix, thefinal stop remains

in coda position and thus stays voiceless:
>
Ãoph-lar ‘club.plural’. This alternation occurs

in 54% of the nouns of the language (Inkelas et al. 2000), and applies productively to

loanwords, e.g.guruph vs.gurub-u‘group.3SG’. For the remaining 46% of stop-final nouns,

the stop is voiceless in all suffixed forms of the word, e.g.soph ∼ soph-u ‘clan.3SG’ ∼ soph-

lar ‘clan.plural’.

The velar stops[kh,g] contrast in onset position, e.g.so.khakh ‘street’ vs.ga.ga ‘beak’. In

word-final position, they neutralize to the voiceless stop[kh]. While post-consonantal do-

rals, as inrenkh ∼ reng-i ‘color’, display the general process of voicing alternation, intervo-

calic velar stops undergo deletion rather than voicing, i.e. when nouns ending inpostvocalic

velar stop are followed a vowel-initial suffix, the velar stop deletes e.g.etekh ∼ ete-i ‘skirt’

(Zimmer & Abbott (1978), Sezer (1981)). Since voicing alternation and deletion are in

complementary distribution, depending on the segment thatprecedes the final dorsal, we

treat the two processes as one. Additionally, as will be shown below, whether a noun stem

shows the k/∅ alternation or not is correlated with the same type of sublexical statistics as

other stop consonant alternations, thereby justifying a unified treatment for the purpose of

the current experimental inquiry.
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The distinction between alternating and non-alternating stops is traditionally captured within

generative phonology as the difference between an underlying voiced stem-final stop in the

case of
>
Ãoph ∼

>
Ãob-u and an underlying voiceless stem-final stop in the case ofsoph

∼ soph-u, with the underlying contrast being neutralized in word-final coda position (Lees

1961). While the difference between alternating and non-alternating nouns may be captured

in a variety of alternate theoretical frameworks which do not incorporate the possibility of

underlying representations (e.g. via reference to identity-relations vs. lack thereof among

surface forms alone (Burzio 2002; Albright 2008), it is clear that under any way of repre-

senting morphophonemic alternation, Turkish nouns fall into two distinct classes of words,

one of which alternates and one of which doesn’t.

Whether the final stop of a given noun will or will not alternate is unpredictable. How-

ever, the noun’s size strongly correlates with its status: Most monosyllabic nouns do not

alternate, while most poly-syllabic nouns do. Section§2 discusses several other factors that

correlate with voicing alternations, and shows that Turkish speakers use only a subset of the

available factors: They use the noun’s size and the place of articulation of the final stop, but

they do not use the quality of the vowel that precedes the word-final stop. A back vowel be-

fore a word-final [
>
Ùh], for instance, correlates with more alternations, but Turkish speakers

seem to ignore this correlation. This language-specific pattern can be understood given a

cross-linguistic perspective: Typological observationscommonly correlate the distribution

of voice with a word’s size and a consonant’s place of articulation, but rarely or never with

the quality of a neighboring vowel. Indeed, speakers are reluctant to learn patterns that

correlate vowel height with the voicing of a neighboring consonant (Moreton 2008).

From a cross-linguistic perspective, it is unsurprising that mono-syllabic nouns would be-

have differently from poly-syllabic nouns with respect to the voicing alternation. Initial syl-

lables are often protected from markedness pressures, showing a wider range of contrasts

and an immunity to alternations (Beckman 1998). Specifically in Turkish, the privileged

status of the laryngeal features [voice] and [s.g.] in initial syllables is not only seen in voic-

ing alternations. Generally in the language, a coda stop followed by an onset stop will sur-

face with the laryngeal features of the onset stop (e.g.is.thib.dat ‘despotism’,*is.thiph.dat),

but a coda stop in the initial syllable may surface with its independent laryngeal specifica-

tion (e.g.makh.bul ‘accepted’,eb.khem‘mute’).

The backness of a neighboring vowel, however, is never seen to interact with a consonant’s

voicing. While such a connection is mildly phonetically plausible (vowel backness corre-
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lates with tongue-root position, which in turn correlates with voicing), there is no known

report of any language where consonant voicing changes depending on the backness of a

neighboring vowel, or vice versa. Given this gap in the universal inventory of possible

phonological interactions, it is no longer surprising thatin Turkish, speakers show no sign

of using vowel backness as a predictor of voicing alternations.

In Optimality Theory (Prince & Smolensky 1993/2004), typological observations are en-

coded in the structure of the universal inventory of constraints (CON). The constraints and

their interactions produce all and only the observed sound patterns of the world’s languages.

The preferred status of initial syllables is encoded with a set of faithfulness constraints spe-

cific to initial syllables. The lack of interaction between vowel backness and voicing is

encoded by the exclusion of constraints from CON that refer to some value of [±back] next

to some value of [±voice], e.g. *[+back][+voice]. In the absence of such constraints, there

is never a reason to change one of these features in the presence of the other, and the lack of

interaction is predicted. The account of the Turkish facts offered here capitalizes on these

aspects of CON, while remaining agnostic about the mechanism that excludes these con-

straints, be it by assuming an innate set of constraints (as has been assumed since Prince &

Smolensky 1993/2004, and in the context of learning by Tesar& Smolensky 1998, 2000;

Tesar 1998; Prince 2002; Hayes 2004; Jarosz 2006; Tesar & Prince 2006 among others), or

by a mechanism of constraint induction (as in Hayes & Wilson 2008, Flack 2007).

We propose a version of Optimality Theory where the pattern of individual lexical items

is recorded in terms of lexically-specific constraint rankings (cf. Pater 2006, 2008; Anttila

2002; Inkelas et al. 1997; Itô & Mester 1995; Coetzee 2008).A noun with a non-alternating

final stop, likeana
>
Ùh ∼ ana

>
Ùh-1, is associated with the ranking IDENT(lar) ≫ *V

>
ÙV, mean-

ing that faithfulness to laryngeal features outweighs the markedness pressure against voice-

less intervocalic palatal stops. A noun with a final alternating stop, likeama
>
Ùh ∼ ama

>
Ã-1, is

associated with the opposite ranking, i.e. *V
>
ÙV ≫ IDENT(lar). This assumes that the final

stop inama
>
Ùh is underlyingly voiceless and unaspirated, and that it surfaces unfaithfully

in ama
>
Ã-1, contrary to the traditional generative analysis of Turkish (Lees 1961; Inkelas &

Orgun 1995; Inkelas et al. 1997). This aspect of the analysisis discussed and motivated in

§4.

Given this approach, the pattern of mono-syllablic nouns, like a
>
Ùh ∼ a

>
Ã-1, can be recorded

separately from the pattern of poly-syllabic nouns, by using a faithfulness constraint that

protects the laryngeal features of stops in the base’s initial syllable, IDENT(lar)σ1. The
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existence of constraints in CON that are specific to initial syllables allows Turkish speakers

to learn separate lexical trends for monosyllabic and polysyllabic nouns. On the other hand,

in the absence of universal constraints that relate laryngeal features and vowel backness,

the backness of the stem-final vowel cannot be used in recording the pattern of any lexical

items, and this aspect of the lexicon goes ignored by speakers.

To encode lexically-specific constraint rankings, the version of Optimality Theory used here

is one augmented by a mechanism of constraint cloning (Pater2006, 2008). In this theory,

language learners detect that their language requires opposite rankings of a pair of con-

straints, and then clone one of those constraints. In the Turkish case, speakers realize that

some lexical items require IDENT(lar) ≫ *V
>
ÙV and some lexical items require the opposite

ranking. They clone one of the constraints, say IDENT(lar), and then non-alternating nouns

are associated with the clone of IDENT(lar) that ranks over *V
>
ÙV, and alternating nouns are

associated with the clone that ranks under *V
>
ÙV.

The resulting grammar contains two lists of nouns, as every
>
Ù-final noun of Turkish is listed

under one of the clones of IDENT(lar). Since most
>
Ù-final nouns do alternate, most nouns

will be listed with the clone that ranks below *V
>
ÙV. Now suppose a speaker encounters

a novel noun in its bare form, and they are required to producethe possessive form. The

grammar allows the final stop to either alternate or not alternate, but the alternating pattern

is more likely, since more nouns are listed with the clone of IDENT(lar) that ranks below

*V
>
ÙV. Cloned constraints allow speakers to reach a grammar thatrecords the pattern of

known items, and then project that pattern probabilistically onto novel items.

The full analysis of Turkish will involve the general faithfulness constraint IDENT(lar) and

the more specific IDENT(lar)σ1, to protect final stops from becoming voiced, and addition-

ally MAX and MAX σ1, to protect final dorsals from deleting (see§5.6). These faithfulness

constraints conflict with a series of markedness constraints against voiceless stops, either

between two vowels (*VpV, *VtV, *V
>
ÙV, *VkV) or between a sonorant consonant and a

vowel (*RpV, *RtV, *R
>
ÙV, *RkV). Each stop-final noun of Turkish is listed under a pair

of conflicting constraints, or equivalently, each pair of conflicting constraints accumulates

a list of lexical items, and this listing allows the speaker to project the lexical statistics onto

novel nouns.

Speakers’ ability to project trends from their lexicon ontonovel items is a well-established

observation (see Zuraw 2000, Albright et al. 2001, Ernestus& Baayen 2003, Hayes &

Londe 2006, among many others). The novel observation offered here, that only Universal
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trends are projected, does find support in previous work. In astudy of voicing alterna-

tions in Dutch, Ernestus & Baayen (2003) show that speakers project the rate of alterna-

tion of different stops based on their place of articulation, just like the Turkish speakers.

Ernestus & Baayen’s (2003) report of the vowel effects is instructive: In the lexicon, stops

alternate more following long vowels and less after short vowels. Following the high vow-

els of Dutch, which are all short, stops have an intermediaterate of alternation. In their

experiment, however, speakers projected and strengthenedthe vowel length effect, prefer-

ring more alternations after long vowels. Speakers did not project the vowel height effect,

choosing alternations equally frequently after short vowels that are either high or non-high.

Given our proposal, this result is not surprising: As mentioned above, vowel height is uni-

versally not expected to interact with voicing. The preference for longer vowels before

voiced consonants, however, is well-attested (Denes 1955;Peterson & Lehiste 1960; Chen

1970, among others). The absence of observed lengthening before voiced consonants in

some languages lends support to the view that the lengthening is controlled by the grammar

in terms of durational specifications (Keating 1985; Buder &Stoel-Gammon 2002), and

thus can enter into speakers’ learning of lexical trends.

The theoretical contribution of this work is two-fold: (a) It relates the projection of language-

specific lexical trends to cross-linguistic patterns of phonological interactions, by deriving

both from the inventory of universal constraints in CON, and(b) it offers an OT-based gram-

mar that applies deterministically to known items, and projects lexical trends directly from

those items onto novel nouns.

2. Turkish lexicon study

The distribution of voicing alternations in the lexicon of Turkish depends heavily on the

phonological shape of nouns. For instance, while the final stop in most mono-syllabic

nouns does not alternate (2a), the final stop in most poly-syllabic words does alternate with

its voiced counterpart (2b). This section offers a detailedquantitative survey of the Turkish

lexicon, based on information from the Turkish Electronic Living Lexicon (TELL, Inkelas

et al. 2000).
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(2) Bare stem Possessive

a. a
>
Ùh a

>
Ùh-1 ‘hunger’

b. ama
>
Ùh ama

>
Ã-1 ‘target’

Several phonological properties of Turkish nouns will be discussed, showing that four of

them correlate with stem-final alternations: (a) the noun’ssize (mono-syllabic vs. poly-

syllabic), (b) the place of articulation of the stem-final stop, (c) the height of the vowel that

precedes the stem-final stop, and (d) the backness of that vowel.

TELL lists a total of about 30,000 nouns, verbs, and adjectives. Nouns are listed with their

bare citation forms and with four suffixed forms (1.SG possessive, accusative, professional,

and 1.SGpredicative). While the entries were collected from a variety of extant dictionaries,

the listed forms were produced and transcribed by a native speaker.

Of the 3002 nouns in TELL whose bare stem ends in a voiceless stop, almost 90% are poly-

syllabic, and in most of those, the final stop alternates2 (3). The rate of alternation is much

lower for monosyllables, especially in those with a simplexcoda.3

(3) Size n % alternating

Monosyllabic, simplex coda (CVC) 137 11.7%

Monosyllabic, complex coda (CVCC) 164 25.9%

Polysyllabic (CVCVC and bigger) 2701 58.9%

The distribution of alternating stops also varies by the place of articulation of the word-

final stop (4). Most word-final labials, palatals and dorsals4 do alternate, but only a small

proportion of the final coronals do.

2Some nouns in TELL are listed as both alternators and non-alternators. In calculating the percentage of

alternating nouns, such nouns were counted as half alternators (although in reality it’s entirely possible that the

actual rate of alternation is different from 50%). Therefore, the proportion of alternating nouns is calculated by

adding the number of alternating nouns and half the number ofvacillating nouns, and dividing the sum by the

total number of nouns.
3Our discussion of alternation rates, here and throughout the paper, is based on type frequncies. Since

we did not have access to lexical statistics in Turkish, we cannot confirm that there are no effects of token

frequencies. It is, however, a well-established observation that novel word tasks are sensitive to the types in the

lexicon, and ignore token frequencies (Bybee 1995; Albright & Hayes 2002; Hay et al. 2004).
4Dorsals delete post-vocalically, see§5.6 for discussion.
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(4) Place n % alternating

Labial (p) 294 84.0%

Coronal (t) 1255 17.1%

Palatal (
>
Ù) 191 60.5%

Dorsal (k) 1262 84.9%

While longer words correlate with a higher proportion of alternating nouns, size does not

affect all places equally (5). In all places, CVC words alternate less than CVCVC words, but

the pattern of CVCC words is not uniform. For labials and palatals, a majority of CVCC

words alternate, patterning with the CVCVC words. For the dorsals, the CVCC words

pattern together with the shorter CVC words, showing a modest proportion of alternators.

Finally, the coronals show a very minor place effect, with CVCC words actually having a

slightly higher proportion of alternators than either longer or shorter words.

(5) CVC CVCC CVCVC

Place n % alt n % alt n % alt

p 30 26.7% 16 75.0% 248 91.5%

t 41 6.1% 79 19.0% 1135 17.3%
>
Ù 23 17.4% 18 58.3% 150 67.3%

k 43 3.5% 51 9.8% 1168 91.2%

In other words, it is not the case that size and place each havea constant effect. Their

effect on the distribution of voicing alternations cannot be accurately described separately.

Anticipating the discussion in§3.2, it will be seen that indeed speakers treat each place/size

combination separately.

Further study of TELL reveals a correlation between the quality of the vowel that precedes

the word-final stop and the proportion of alternating nouns:high vowels correlate with a

higher proportion of alternating stops relative to non-high vowels, and so do back vowels

relative to front vowels. This correlation is rather surprising, since cross-linguistically,

vowel quality is not known to influence the voicing of a neighboring obstruent5.

5Vowel length does correlate with voicing, with long vowels correlating universally with voiced consonants

and short vowels with voiceless consonants (Lisker & Abramson 1964; Ohala 1983; Volatis & Miller 1992).
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A noun-final stop is about 30% more likely to alternate when following a high vowel than

when following a non-high vowel (6).

(6) Height of stem-final vowel n % alternating

−high 1690 41.7%

+high 1312 71.9%

The correlation with height, however, is not equally distributed among the different size and

place combinations. The table in (7) shows that in most size/place combinations, there are

only modest differences (less than 10%) between the proportions of alternating nouns given

the height of the preceding vowel. A larger correlation in the opposite direction (53%) is

seen for the CVCC
>
Ù-final words, but this is limited to a mere 18 nouns, which explains its

negligible impact on the overall size correlation. The correlation with height is concentrated

at the longert-final nouns, where several hundred nouns show 24% more alternating stops

following a high vowel.

(7) CVC CVCC CVCVC

−high +high −high +high −high +high

p
19 11 13 3 132 116

26% 27% 77% 67% 85% 99%

t
24 17 55 24 796 339

10% 0% 15% 29% 10% 34%

>
Ù

14 9 8 10 91 59

18% 17% 88% 35% 66% 69%

k
31 12 33 18 474 694

2% 8% 12% 6% 87% 94%

A fourth and final phonological property that significantly correlates with the distribution of

voicing alternations is the backness of the stem-final vowel(8). When preceded by a back

vowel, a stem-final stop is about 10% more likely to alternatecompared to a stop preceded

by a front vowel.

In some cases, such as that of Canadian Raising, the change invowel length causes a concomitant change in

vowel quality. See§5.2 below for discussion.
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(8) Backness of stem-final voweln % alternating

−back 1495 49.5%

+back 1507 60.3%

Just like vowel height, the correlation with vowel backnessis not uniformly distributed in

the lexicon. As seen in (9), the correlation with backness issmall (at most 13%) for labial-,

coronal- and dorsal-final nouns. A robust correlation with backness is seen in
>
Ù-final words

of all sizes. Averaged over the 191
>
Ù-final nouns, the proportion of alternating nouns is 30%

higher following a back vowel relative to a front vowel.

(9) CVC CVCC CVCVC

−back +back −back +back −back +back

p
12 18 4 12 113 135

33% 22% 75% 75% 96% 87%

t
18 23 34 45 673 462

8% 4% 26% 13% 16% 19%

>
Ù

11 12 10 8 66 84

14% 21% 40% 81% 50% 81%

k
19 24 25 26 510 658

8% 0% 16% 4% 90% 92%

In contrast to the four properties that were examined until now (size, place, height and

backness), a phonological property that has but a negligible correlation with the distribution

of voicing alternations is the rounding of the stem’s final vowel (10).

(10) Rounding of stem-final vowel n % alternating

−round 2524 54.6%

+round 478 56.4%

A closer examination of vowel rounding is no more revealing,and the details are omitted

here for lack of interest. Other phonological properties that were checked and found to

be equally unrevealing are the voicing features of consonants earlier in the word, such as

11



the closest consonant to the root-final stop, the closest onset consonant, and the closest

obstruent.

To sum up the discussion so far, four phonological properties of Turkish nouns were seen

to correlate with stem-final voicing alternations in Turkish:

• Size: mono-syllables alternate less than poly-syllables,and among the mono-syllables,

roots with simplex codas alternate less than roots with complex codas.

• Place (of articulation): Stem-final coronals alternate theleast, while labials and dor-

sals alternate the most.

• Vowel height: stem-final stops are more likely to alternate following a high vowel

compared to a non-high vowel.

• Vowel backness: stem-final stops are more likely to alternate following a back vowel

compared to a front vowel.

All of these properties allow deeper insight when considered in pairs: Size and place have

a non-uniform interaction, with CVCC words behaving like CVC words when dorsal-final

and like CVCVC words when labial- or palatal-final. Height and backness interact with

place non-uniformly: the correlation with height is concentrated in the coronal-final nouns,

while the correlation with backness is concentrated in the palatal-final nouns.

In statistical parlance, the aforementioned properties can be understood as predictors in a

regression analysis. Since TELL makes a three-way distinction in stop-final nouns (nouns

that don’t alternate, nouns that do, and “vacillators”’, i.e. nouns that allow either alternation

or non-alternation), an ordinal logistic regression modelwas fitted to the lexicon using the

lrm() function in R (R Development Core Team 2007). The dependent variable was a three-

level ordered factor, with non-alternation as the lowest level, alternation as the highest level,

and vacillation as the intermediate level.

Five independent variables were considered:

• Size: a three-level unordered factor, with levels corresponding to mono-syllables with

a simplex coda (CVC), mono-syllables with a complex codas (CVCC), and poly-

syllables (CVCVC). CVC was chosen as the base level.6

6We have also considered a less linguistically-informed size variable that was a simple raw count of the
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• Place: a four-level unordered factor, with levels corresponding to coronal, palatal,

labial and dorsal. Dorsal was chosen as the base level.

• High, back and round: each of the three features of the stem-final vowel was en-

coded as two-level unordered factor. The base levels chosenwere non-high, front

and unrounded.

First, each of these five predictors was tried in its own model, to assess each predictor’s

overall power in the lexicon (11). This power is measured byR2 and by the model’s likeli-

hood ratio (Model L.R.), which comes with a number of degreesof freedom and a p-value.

It turns out thatplace, high, size, andbackare highly predictive of alternations, in that order,

andround isn’t7.

(11) R2 Model L.R. df p

place .482 1469 3 <.001

high .113 284 1 <.001

size .078 193 2 <.001

back .015 37 1 <.001

round 0 0 1 .489

While high has a largerR2 thansize, the interaction ofhighandplaceis less powerful than

the interaction ofsizeandplace. The interaction ofplacewith each ofsize, high, andback

were tested in separate models, summarized in (12).

syllables of the stem. This variable was less informative than our size variable, producing lowerR2 and higher

p values, so we excluded it from the following presentation. One reason raw size is less informative is that

alternation rates don’t keep going up as the word gets longer, but rather peak with di- and tri-syllables at 64%

and 61% respectively, then go down to 40% and 41% for the tetra- and penta-syllables. The difference between

the di- and tri-syllables is not significant generally, and only barely reaches significance for the labials (p =

.03). The difference between the tri- and tetra-syllables is significant only without place factored in – once the

place variable is added, the difference goes away. The voweleffects that we report below come out essentially

the same with either size variable.
7Another method for assessing the predictive power of each feature separately is a TiMBL simulation

(Daelemans et al. 2002). Given the data in TELL, this system creates a number called “information gain”

for every predictor that it is given. The system confirmed theverdict in (11), assigning the five predictors the

following information gain values, respectively: .367, .071, .047, .009 and .0004.
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(12) R2 Model L.R. df p

place*size .588 1920 11 <.001

place*high .519 1621 7 <.001

place*back .488 1496 7 <.001

When a base model that hasplace*sizeas a predictor is augmented withplace*high, R2

goes up to .616. Augmenting the base model withplace*backonly bringsR2 up to .594.

Finally, model with all three of the interactions in (12) as predictors reaches anR2 of .622,

with a model L.R. of 2078 for 19 degrees of freedom. This final model is given in (13)8.

The model in (13) contains few surprises, as it confirms the validity of the observations

made earlier in this section. It simply restates the numerical observations as differences in

the propensity to alternate relative to the arbitrarily chosen baseline levels of the predictors,

namely CVC size, dorsal place, non-high vowels and front vowels. The size effect is mostly

limited to the difference between CVC and CVCVC, with none ofthe CVCC levels reaching

significance relative to CVC. In the CVCVC size, the coronal and palatal places alternate

significantly less than the baseline dorsal, and labial place only approaches significance at

this size. The vowel features reach significance for the interaction of high and coronal, and

for the interaction of back and palatal.

8The model in (13) was validated with the fast backwards step-down method of thevalidate()function, and

the predictorbackwas the only one deleted. Since the interaction ofbackwith placewas retained, we did not

removeback from the model, so as not to leave an interaction in the model without its components. In 200

bootstrap runs, seven factors were considered: the three interaction factors, and the four basic factors they were

made of. At least 5 of the 7 factors were retained in 197 of the runs, and in the vast majority of the runs, the

three interaction factors were among the ones retained. TheR2 of the model was adjusted slightly from .6213

to .6117. An additional step of model criticism was taken with thepentrace()function, which penalizes large

coefficients. With a penalty of .3, The penalized model was left essentially unchanged from the original model

in (13), with slight improvements of the p-values of the vowel-place interactions at the fourth decimal place.
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(13) Coefficient SE Waldz p

(y>=vacillator) −3.502 0.745 −4.70 >0.001

(y>=alternating) −3.822 0.746 −5.13 >0.001

COR −0.102 0.976 −0.10 0.917

LAB 2.201 0.954 2.31 0.021

PAL 1.249 0.950 1.31 0.189

CVCC 0.783 0.869 0.90 0.367

CVCVC 5.488 0.735 7.47 0.000

high 0.874 0.205 4.27 0.000

back 0.288 0.204 1.41 0.158

CVCC:COR 0.703 1.102 0.64 0.523

CVCC:LAB 2.022 1.157 1.75 0.081

CVCC:PAL 1.269 1.129 1.12 0.261

CVCVC:COR −4.011 0.959 −4.18 >0.001

CVCVC:LAB −1.737 0.901 −1.93 0.054

CVCVC:PAL −3.110 0.919 −3.38 0.001

COR:high 0.620 0.254 2.45 0.014

LAB:high 0.533 0.539 0.99 0.323

PAL:high −0.754 0.387 −1.95 0.051

COR:back 0.077 0.254 0.30 0.762

LAB:back −0.755 0.490 −1.54 0.123

PAL:back 1.136 0.386 2.95 0.003

The quantitative analysis of the proportions of alternating nouns, in the form of a logistic

regression, revealed four factors that are predictive of whether voicing alternation will oc-

cur: the phonologicalsizeof the word, theplaceof articulation, theheightof the preceding

vowel, and thebacknessof the preceding vowel. The first two of these have been previously

identified as having an influence on voicing alternation in Turkish (Inkelas & Orgun 1995;

Inkelas et al. 1997), and indeed the first two of these, from a crosslinguistic perspective are

more likely than the other two to have a causal relationship with stop voicing.

One characterization of different types of phonotactics makes a distinction between first-

order and second-order phonotactics (Warker & Dell 2006): first-order phonotactics regu-
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late the distribution of a particular (set of) phonologicalfeature(s) within a particular po-

sition in a syllable or word, whereas second-order phonotactics relate the distribution of

a phonological feature in a particular position to someother property of the syllable or

word, such as a feature of a neighboring segment. While it is not the case that across the

board, first-order phonotactics are more widespread than second-order (for example, vowel

harmony is a second-order phonotactic), with respect to thecase at hand, namely the distri-

bution of voicing in stops, it is generally the case that onlyfirst-order phonotactics matter.

The phonological size of a word, as measured here, is a proxy for a fact about the loca-

tion of the potentially alternating stem-final stop: whether it occurs in theinitial syllable

of the word or not. Indeed, as mentioned in the discussion of Turkish phonotactics above,

one notorious locus of exceptions to otherwise persistent coda devoicing is in the coda of

the initial syllable, as evidenced by words such asad ‘name’ andabla ‘older sister’. This

resistance to alternations in monosyllabic words is a result of the fact that in monosyllabic

words, the stem-final syllableis the initial syllable. As a consequence, in a word such as

soph-u ‘clan’ (as opposed togurub-u ‘group’) the fact that the stop does not alternate is

precisely because of a general resistance to alternations for segments in the initial syllable.

Cross-linguistically, initial syllables enjoy greater faithfulness, or resistance to alternation

(Beckman 1998). Thesizevariable is thus a first-order phonotactic, as it relates theoccur-

rence of particular features (voicing and aspiration) to a particular position in the word (the

initial syllable).

The effect of the place of articulation on a stop that potentially undergoes alternation has

crosslinguistic support as well. Different places are known to interact differently with laryn-

geal features (Lisker & Abramson 1964; Ohala 1983; Volatis &Miller 1992), and different

relative proportions of alternation rates for different places of articulation were found by

Ernestus & Baayen (2003) in their study of the Dutch lexicon.While the relative ranking

of alternation rates across places of articulation may differ from language to language, it is

a fact that languages exhibit phonotactics in manner features and laryngeal features that are

gradient and differential specifically depending on place of articulation. Theplacevariable

is thus a first-order phonotactic, as it relates the occurrence of a particular set of features

(voicing, aspiration, and place).

The effect within the Turkish lexicon of vowel quality (in particular, height and backness)

on consonant voicing alternation is, on the other hand, unexpected given crosslinguistic

phonological typology. Interactions between vowel timber(height, backness, rounding)
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and the laryngeal features of consonants are infrequent, and the handful of documented

cases show a causal influence in the opposite direction: the consonant’s laryngeal features

can affect the height of a preceding vowel (Kingston 2002), but not vice versa. Consonant

voicing and aspiration have been argued to affect vowel height in various languages (e.g.

in diphthong centralization before voiceless consonants in North American dialects of En-

glish, known as “Canadian Raising” (Chambers 1973; Moreton& Thomas 2007); in Polish

(Gussmann 1980); in Madurese (Stevens 1968) and vowel backness in Northern Sarawak

(Blust 2000), but there is no documented case of a phonological process wherein vowel

quality induces a change in consonant voicing or aspiration. Given the fact that interactions

of vowel quality and consonantal laryngeal features are second-order phonotactics with lit-

tle to no crosslinguistic attestation, their existence in Turkish is expected to be accidental

rather than principled in nature.

These data therefore raise the question of whether Turkish speakers themselves will take the

correlation between vowel quality and consonant voicing tobe accidental or, whether they

will take it to reflect an active generalization over their lexicon that they will reproduce.

Given that all four of the factors ofsize, place, high and back are statistically reliable

predictors of voicing alternations in the lexicon, we sought to determine whether speakers

actually track and extend these patterns in experimental tasks with novel words.9

To summarize the study of the Turkish lexicon, it was found that bothsizeandplaceare

excellent predictors of the alternation status of nouns. Larger nouns are more likely to

alternate, and coronal-final nouns are less likely to alternate. In addition, theheight and

backnessof final stem vowels are also good predictors in combination with place: High

vowels promote the alternation of coronals, and back vowelspromote the alternation of

palatals. All of these generalizations were confirmed to be highly statistically significant

in a logistic regression model. In other words, the size of nouns, the place of their final

stop, and the height and backness of their final vowels all strongly correlate with voicing

alternations in a way that is statistically unlikely to be accidental.

9Our study assumes that TELL is a good model of the lexica of ourspeakers. The native speaker who

supplied the judgments for TELL is about fifty years older than the average participant in our experiment,

but they share a comparably high level of education and socio-economic background. Voicing alternations

are known to vary with socio-economic levels, but not with age. Additionally, thevalidate()function that we

applied to the model in (13) assures that the effects of the predictors are strong and reliable even in lexica that

are different from TELL by as much as 37%. We conclude that we have little reason to doubt the usefulness of

comparing the TELL data with data from highly educated younger speakers.
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3. Speakers’ knowledge of the lexicon

In the previous section, the distribution of voicing alternations in the Turkish lexicon was

examined and shown to be rather skewed. The distribution of alternating and non-alternating

noun-final stops is not uniform relative to other phonological properties that nouns have:

size, place, height, andbacknesswere identified as statistically powerful predictors of alter-

nation.

What the humans who are native speakers of Turkish know aboutthe distribution of voicing

alternations, however, is a separate question, which is taken on in this section. It will turn

out that native speakers identify generalizations about the distribution of voicing alterna-

tions relative to thesizeof nouns and theplaceof articulation of their final stops. However,

speakers ignore, or fail to reproduce, correlations between the voicing of final stops and the

quality of the vowels that precede them.

A novel word task (Berko 1958) was used to find out which statistical generalizations native

speakers extract from their lexicon. This kind of task has been shown to elicit responses

that, when averaged over several speakers, replicate distributional facts about the lexicon

(e.g. Zuraw 2000 and many others).

3.1. Materials and method

3.1.1. Speakers

Participants were adult native speakers of Turkish (n = 24; 13 males, 11 females, age

range: 18-45) living in the United States. Some of the speakers were paid $5 for their time,

and others volunteered their time. The experiment was delivered as a web questionnaire,

with some speakers doing the experiment remotely. For thosespeakers, reaction times

were indicative of the speakers taking the questionnaire inone sitting, with no discernible

distractions or pauses.

3.1.2. Materials

A native speaker of Turkish (male, mid-20s) recorded the bare form and two possible pos-

sessive forms for each noun, repeated three times. Each stimulus was normalized for peak
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intensity and pitch and inspected by a native speaker to be natural and acceptable. One of

the possessive forms was completely faithful to the base, with the addition of a final high

vowel that harmonized with the stem, following the regular vowel harmony principles of the

language. In the other possessive form, the stem final stop was substituted with its voiced

counterpart, except for post-vocalick’s, which were deleted.

Creating stimuli that exemplify all size, place and vowel quality combinations would have

come up to 96 (four places * three sizes * eight vowel qualities). Since the lexical distribu-

tion of voicing alternations among palatals and labials is fairly similar, and in the interest

of reducing the number of trials, the palatal and labial categories were collapsed into one

category, using 12 words of each place, compared to 24 for thecoronal- and dorsal-final

words. The total number of stimuli, then, was 72 (three placecategories * three sizes *

eight vowel qualities).

Additionally, native Turkish nouns disallow the round nonhigh vowels{o, ø} in non-initial

position. To make the stimuli more Turkish sounding, non-high round vowels in the second

syllable of the CVCVC words were replaced with the corresponding high vowels{u, y}.

The nouns that were used are presented in (14).

The non-final consonants were chosen such that the resultingnouns all sounded plausibly

native, with neighborhood densities equalized among the stimuli as much as possible.10

10To evaluate our choice of test items, we made a post-hoc comparison between the items’ neighborhood

density and the experimental results. We concluded that neighborhood density did not have any measurable

effect on speakers’ behavior. We should note that by necessity, longer items have lower neighborhood density,

and since the participants preferred more alternations with longer items, neighborhood density was negatively

correlated with our experimental results (r(70) = −.363,p < .005). However, the correlation between neigh-

borhood density and alternation rates is mediated by size, and indeed, size is the better predictor of alternation

rates: Adding neighborhood density as a predictor into the analysis in (18) made no noticeable change, as

confirmed by anANOVA model comparison (χ2(1) = .260,p > .1).
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(14) CVC CVCC CVCVC

−high +high −high +high −high +high

p/
>
Ù

−round

−back geph yi
>
Ùh thelph gin

>
Ùh heve

>
Ùh >

Ãisiph

+back daph n1
>
Ùh phan

>
Ùh d1rph y1yaph ma.1

>
Ùh

+round

−back khö
>
Ùh züph yön

>
Ùh khürph bölü

>
Ùh

thürü
>
Ùh

+back pho
>
Ùh thuph solph mun

>
Ùh khonuph

guyuph

t

−round

−back pheth hith zelth
>
Ùhinth nikheth gevith

+back fath m1th hanth S1rth ya.ath ph1s1th

+round

−back söth
>
Ãüth gönth nürth sölüth

bünüth

+back yoth nuth
>
Ãolth bunth

>
Ùhoruth

muyuth

k

−round

−back vekh zikh helkh thinkh mesekh pherikh

+back >
Ãakh ph1kh vankh n1rkh thathakh ban1kh

+round

−back hökh sükh sönkh phürkh nönükh

düyükh

+back mokh nukh bolkh dunkh zorukh

yulukh

Finally, 36 fillers were included. All the fillers ended in either fricatives or sonorant conso-

nants. To give speakers a meaningful task to perform with thefillers, two lexically-specific

processes of Turkish were chosen: vowel-length alternations (e.g.ruh∼ ru:h-u ‘spirit’) and

vowel-∅ alternations (e.g.burun∼ burn-u ‘nose’). Eighteen fillers displayed vowel-length

alternations with a CVC base, and the other eighteen displayed vowel-∅ alternations with

a CVCVC base. All of the fillers were chosen from a dictionary of Turkish, some of them

being very familiar words, and some being obsolete words that were not familiar to the

speakers we consulted.

The materials were recorded in a sound attenuated booth intoa Macintosh computer at a

44.1 KHz sampling rate. Using Praat (Boersma & Weenink 2008), the token judged best of
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each suffixed form was spliced and normalized for peak intensity and pitch. Peak intensity

was normalized using Praat’s “scale peak” function set to 0.6. For pitch normalization,

three points were manually labeled in each affixed form: the onset of the word, the onset

of the root’s final segment (the onset of the burst in the case of stops), and the offset of the

word. Then, a reversed V-shaped pitch contour was superimposed on the materials, with a

pitch of 110 Hz at the onset of the word, 170 Hz at the onset of the root-final segment, and

70 Hz at the offset of the word. These values were chosen in order to best fit most of the

speaker’s actual productions, such that changes would be minimal.

Finally, for each stimulus, two .wav files were created by concatenating the two suffixed

forms with a 0.8-second silence between the two, once with the voiceless form followed by

the voiced form, and once with the voiced followed by the voiceless. A linguist who is a

native speaker of Turkish verified that the final materials were of satisfactory quality. While

she had some concerns about stress being perceived non-finally in a few of the filler items,

no problems were found with the stimuli.

3.1.3. Procedure

Before the beginning of the experiment, speakers were reminded that voicing alternations

are lexically-specific by presenting a familiar non-alternating paradigm (thoph ∼ thoph-u

‘ball’) next to a familiar alternating paradigm (
>
Ãeph ∼

>
Ãeb-i ‘pocket’). Then, speakers were

asked to choose the possessive form of two familiar alternating nouns (dolaph ‘cupboard’

anda.a
>
Ùh ‘tree’), and feedback was given on their choices.

The stimuli were presented in a self-paced forced-choice task. The base form (e.g.feth)

was presented in Turkish orthography (e.g.〈fet〉) which reflects the relevant aspects of the

phonology faithfully. The participants saw an overt possessor with genitive case followed

by a blank, to provide the syntactic context for a possessivesuffix, e.g.Ali’nin

“Ali’s ”, and they heard two possible possessed forms, e.g.feth-i andfed-i. Speak-

ers pressed “F” or “J” to choose the first or the second possessive form they heard. Most

speakers took 15-20 minutes to complete the experiment.

The order of the stimuli and the order of the choices were randomized. Additionally, the

fillers were randomly distributed among the first three quarters of the stimuli.
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3.2. Results

The experimental results are plotted in (15), grouped by size and place, plotted against the

percent of alternating words in the lexicon with the matching size and place. The correlation

is excellent (Spearman’s rank correlation test,S = 46, ρ = .839,p < .005), showing that

speakers have accurately matched the percentages of alternating words in the lexicon. On

average, the proportion of alternating responses ranges from 30% to 82%, as opposed to a

wider range of 6% to 92% in the lexicon. Nevertheless, this compressed range of responses

correlates with the lexicon very well.11

11The source of the compression of the human results comes bothfrom between-speaker and within-speaker

sources. Some participants showed a strong preference for alternating responses, and some showed the opposite

preference, resulting in at least 3 and at most 22 alternating responses per item, thus covering only 79% of the

range of 0 to 24 alternating responses possible with 24 participants. Additionally, individual participants varied

as to how strong the size and place effects were in their responses, with weak-effect participants causing further

compression. The strength of these effects did not correlate with participants’ overall preference for alternation

or non-alternation.
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(15) Proportions of nouns with voicing alternations in the lexicon vs. the percent of alter-

nating choices in the experiment, by size and place.
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In stark contrast to the tight correlation between the experimental results and the lexicon

for place and size effects, as seen in (15), there is no pattern when the height or backness

effects are considered. The chart in (16) shows the results of the height factor. Each point in

this chart shows the difference in rates of alternation between high and non-high vowels, by

size and place. Positive values indicate more alternationswith [+high] vowels, and negative

values indicate more alternations with [−high] vowels.

There is no correlation between the lexicon and speakers’ performance when vowel height

is considered (Spearman’s rank correlation test,S = 196.8,ρ = .312,p > .1). The chart in

(16) shows that speakers’ behavior was essentially random with respect to vowel height.
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(16) Differences between high and non-high stem-final vowels in the lexicon vs. the dif-

ferences between high and non-high vowels in the experiment, by size and place.
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The lack of correlation in (16) is probably only due to a subset of the points, most noticeably

CVC
>
Ù, CVCV

>
Ù, and CVp. There is no sense, however, in which these are “outliers”, as they

represent a sizable proportion of the data. The data for the CVC
>
Ù point, for instance, comes

from 18 lexical items and from 96 experimental responses (4 items * 24 participants).

When vowel backness is considered (17), the result is essentially the same: There is no

correlation between the lexicon and speakers’ responses when the results are categorized

by size, place and backness (Spearman’s rank correlation test,S = 326.1,ρ = −.140,p >

.1). Each point in (17) shows the difference in rates of alternation between back and front

vowels, by size and place. Positive values indicate more alternations with back vowels, and

negative values indicate more alternations with front vowels.
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(17) Differences between back and front stem-final vowels inthe lexicon vs. the differ-

ences between back and front vowels in the experiment, by size and place.
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The contrast between the strong correlation in (15) and the lack of correlation in (16-17)

shows that speakers’ behavior is best understood as replicating the lexicon’s size and place

effects, but not replicating its height or backness effects. This contrast is seen in the statis-

tical analysis below.

The results were analyzed with a mixed-effects logistic regression in R (R Development

Core Team 2007) using thelmer() function of theLME4 package, withparticipant and

itemas random effect variables. The fixed effect variables were the same ones used in the

analysis of the lexicon:size, place, high, backandround.

An initial model was fitted to the data using onlysizeand place as predictors. Adding

their interaction to the model made a significant improvement (sequentialANOVA model

comparison,χ2(6) = 50.58,p < .001). The improved model with the interaction term is

given in (18). This model shows that labial place and CVCVC size are more conducive

to alternating responses than the baseline dorsal place andCVC size, respectively. As for

interactions, for the CVCC size, palatal place is more conducive to voicing than the baseline
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dorsal place with the same CVCC size. Additionally, in the CVCVC size, all places are less

conducive to alternating responses than the baseline dorsal place eith the same CVCVC

size. All of these effects mirror the lexical effects as presented in§2. The model stays

essentially unchanged when validated by thepvals.fnc()function (Baayen 2008).

(18) Estimate SE z p

(Intercept) −0.864 0.283 −3.056 0.002

COR 0.111 0.256 0.434 0.665

LAB 0.744 0.304 2.451 0.014

PAL −0.119 0.320 −0.372 0.710

CVCC −0.089 0.260 −0.341 0.733

CVCVC 2.694 0.285 9.469 < 0.001

CVCC:COR 0.385 0.361 1.065 0.287

CVCC:LAB 0.641 0.431 1.487 0.137

CVCC:PAL 1.867 0.447 4.173 < 0.001

CVCVC:COR −1.936 0.377 −5.142 < 0.001

CVCVC:LAB −1.436 0.455 −3.154 0.002

CVCVC:PAL −1.126 0.457 −2.463 0.014

The addition of any vowel feature to the baseline model (high, back or round) made no

significant improvement (p > .1). No vowel feature approached significance, either on its

own or by its interaction withplace. For example, adding the interactionplace*high to

the model in (18) gives a new model where the interaction of coronal place andhigh is

almost exactly at chance level (p = .981). Addingplace*backthe to baseline model gives

an interaction of palatal place andbackthat is non-significant (p = .661) and its coefficient

is negative, i.e. going in the opposite direction from the lexicon, where palatal place and

backness are positively correlated.

In other words,sizeandplacehad statistically significant power in predicting the partic-

ipants’ choice of alternation vs. non-alternation of stem-final stops. Crucially, however,

none of the vowel features had an effect on the participants’choices, either significantly or

as a mere trend.

To summarize the findings, Turkish speakers reproduced the distribution of voicing alter-

nations in the lexicon by paying attention to the size of the nouns and the place of the final
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stops, while ignoring the quality of the vowel that precedesthe stem-final stop.

3.3. Discussion

The experimental results show that Turkish speakers generalize their knowledge of the voic-

ing alternations in their lexicon. Not contenting themselves with memorizing the alternating

or non-alternating status of single nouns, speakers have access to the relative proportion of

alternating nouns categorized by size and place. Using sizeand place as factors, speak-

ers must somehow project their lexical statistics onto novel items. Although the height

and backness of stem-final vowels are strongly correlated with alternations in the lexicon,

speakers’ treatment of stem-final vowels in novel words is random, showing no significant

interaction with their choice of alternating or non-alternating forms.

Speakers failed to reproduce the correlation between vowels and voicing alternations in

spite of an abundance of overt evidence, while learning the size and place effects even with

very little evidence. For instance, the difference in alternation rates between
>
Ù-final CVC

and CVCC nouns was successfully reproduced in the experiment results, even though the

evidence comes from 23 and 18 words, respectively. The evidence for the vowel effects,

however, comes from hundreds of words.

The proposal advanced here is that the results are best understood in light of a theory of

universally possible phonological interactions, as encoded in a set of universal constraints.

Only factors that can be expressed in terms of constraint interaction can be identified by lan-

guage learners, with other lexical generalizations going unnoticed. This model is contrasted

with general-purpose statistical learners that can learn any robust distributional generaliza-

tion, as discussed in§6.

4. Turkish voicing alternations and Underlying Representations

Before we present our analysis of Turkish in§5, which uses an Optimality Theoretic gram-

mar with lexically-specific rankings, we review the phonetics and phonology of laryngeal

contrasts in Turkish (§4.1). We then show why the difference between alternating and non-

alternating nouns must not be encoded in the underlying representation of roots (§4.2) if

one is to formulate a grammatical explanation for our experimental results.
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4.1. Laryngeal Contrasts in Turkish

The literature on Turkish (at least since Lees 1961) agree that Turkish contrasts two stops

in each place of articulation on the surface (19), but that stem-final stops display three kinds

of behavior under affixation: They are either pronounced thesame in the base and in the

affixed form (20a-b), or they alternate (20c). It is also known that final voiced stops, as in

(20b), are rare in the language.

(19) Two-way surface distinction in roots

initially inter-vocalically

a. thin ‘soul’ atha ‘ancestor’

b. din ‘religion’ ada ‘island’

(20) Three different contrasts finally

bare stem possessive

a. ath ath-1 ‘horse’

b. ad ad-1 ‘name’

c. thath thad-1 ‘taste’

In Turkish orthography, the surface distinction is represented by the letters〈p, t, ç, k〉 and

〈b, d, c, g〉, and the distinction was taken to be one of voicing by much of the literature on

Turkish (Lees 1961; Inkelas & Orgun 1995; Inkelas et al. 1997, and many others).

More recently, Kallestinova (2004) and Petrova et al. (2006) have shown that the voiceless

stops of Turkish are in fact aspirated in onset position.12 While these authors do not com-

mit to the surface realization of word-final stops, it is known that final stops are consistently

released with an audible voiceless burst. Crucial evidencefor considering this audible re-

lease as aspiration comes from Kopkallı (1993), who shows that the release of word-final

stops is as long as the duration of aspiration on intervocalic voiceless stops, suggesting that

speakers treat these as a consistent phonetic category. Forfurther discussion of laryngeal

features in Turkish, see Jannedy (1995), and for a broader perspective, see Avery (1996),

Beckman & Ringen (2004), and Vaux & Samuels (2005).

12The aspiration is consistent in roots. In affixes that show voicing alternations, such as the locative–ta /

–da and the ablative–tan / –dan, the voiceless variant is unaspirated. In affixes that don’talternate, like the

relativizer–khi and adverbial–khen, voiceless stops are aspirated just like root stops.
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The spectrogram in (21) exemplifies the finding in Kopkallı (1993), showing a clear, voice-

less burst at the end of both the alternatingkhanath and the non-alternatingsepheth. In

fact, this token, spoken by a 30 year old male speaker from Istanbul, happens to have an

even stronger burst forkhanath, although Kopkallı (1993) shows that there is no significant

difference in the duration of the final burst between alternating and non-alternating nouns.

(21) [bu khanath o sepheth] “This is a wing; that is a basket” (lit. this wing; that basket)

bu kanat o sepet
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For the purposes of the analysis we offer in§5, the exact details of Turkish laryngeal features

are not crucial. What is crucial is that all stop-final nouns fall into one of two groups: In one

group, the suffixed form is faithful to the base (such that faithfulness to laryngeal features

ranks over any relevant markedness constraints), and in theother group, the suffixed form

is unfaithful (and markedness ranks over any relevant faithfulness constraints). As we will

show, the inconsistent ranking arguments allow the speakerto build lexical information into

their grammar, and thus learn the distribution of the voicing alternations in grammatical

terms. In this paper, we use the more accurate transcription, which marks aspiration.

Under this view, Turkish stops surface either voiced or aspirated. Any hypothetical under-

lyingly voiceless unaspirates map unfaithfully either to voiced or to aspirated stops due to

high ranking constraint that requires a laryngeal specification on every stop (Petrova et al.

2006). Additionally, barring a few exceptional native words and some loanwords, word-

final stops are regularly required to be aspirated, as was shown for German, Kashmiri, and
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Klamath (Iverson & Salmons 2007).

4.2. Encoding (Non-)Alternation with Constraint Rankings instead of Underlying

Representations

The existing analyses of Turkish voicing alternations, either in terms of voicing (Lees 1961;

Inkelas & Orgun 1995; Inkelas et al. 1997) or in terms of aspiration (Avery 1996; Kallesti-

nova 2004; Petrova et al. 2006), share the same architecturethat attributes the different

behavior of final stops to different underlying representations of laryngeal features. In this

section, we argue specifically against this analysis, showing that it prevents speakers from

learning the distribution of voicing alternations in grammatical terms.

The traditional analysis along the lines of (Inkelas et al. 1997) is shown in (22). In this

analysis, nouns that surface with a voiceless (aspirated) stop throughout the paradigm have

a voiceless (aspirated) stop underlyingly, while stops that alternate have an underlying stop

that is unspecified for laryngeal features. Identity to larnygeal features assures that under-

lyingly specified stops surface faithfully in all positions, while a constraint against intervo-

calic voiceless stops causes alternation when faithfulness is not at issue.

(22) a. The UR’s of[ath] and[thath] are/ath/ and/thaD/

b. The UR of the possessive is/I/ (a high vowel)

c. /ath + I/ → [ath-1] requires IDENT(lar) ≫ *VtV

ath + I IDENT(lar) *VtV

a.☞ ath-1 *

b. ad-1 *!

d. /thaD + I/ → [thad-1] is consistentwith IDENT(lar) ≫ *VtV

thaD + I IDENT(lar) *VtV

a. thath-1 *!

b. ☞ thad-1
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In this theory, IDENT(lar) dominates any relevant markedness constraints, and alternating

stops have under-specified underlying representations that escape faithfulness. The dele-

tion of dorsals can be encoded using another representational mechanism, that of “floating

segments”, or segments whose absence from the output does not violate the regular MAX

(as in, e.g., Zoll 1996).

The crucial element of this analysis is that both rankings in(22) are consistent. In other

words, the behavior of alternating nouns likethath and non-alternating nouns likeath do not

require different grammatical factors that point to their alternation, and thereby cannot situ-

ate alternation itself as something specifically interacting with the phonological grammar of

the language. Rather, the behavior of different nouns is encoded in the lexicon, outside the

purview of grammar. The same is true of Avery (1996); Kallestinova (2004) and Petrova

et al. (2006).

We propose that the status of a word as alternating or non-alternating must be represented

by lexically-specific grammatical rankings, instead of in terms of an underlying difference.

In essence, our argument is that only by including the alternating or non-alternating status

of a word as agrammaticalrather than lexically memorized phenomenon can one make

sense of the grammatical biases against extending all lexical statistics.

Since the experiment in§3 shows that speakers have detailed grammatical knowledge about

the propensity of final stops to alternate, it is not clear howspeakers could encode this

knowledge if they had allowed it to escape the grammar. Relegating information about

voicing alternations to the lexicon would force speakers tolook for generalizations directly

in the lexicon, where nothing would prevent them from findingthe vowel quality effects

that they didn’t exhibit in§3.

The analysis offered in§5, summarized in (23) below, posits the bare forms of nouns as

their underlying representations, and it is exactly this move that forces the speaker to find

conflicting ranking arguments, and then encode lexical statistics in the grammar.

(23) a. The UR’s of[ath] and[thath] are/ath/ and/thath/

b. The UR of the possessive is/I/ (a high vowel)

c. /ath + I/ → [ath-1] requires IDENT(LAR) ≫ *VtV

/thath + I/ → [thad-1] requires *VtV ≫ IDENT(LAR)
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The distribution of voicing alternation in Turkish is available to speakers: They know how

many words have alternating stops and how many have non-alternating stops, and they keep

this information separately for the stops in the different places of articulation, and within

each place, for mono-syllablic nouns separately from poly-syllabic nouns. The availability

of this knowledge is predicted by an approach that partitions the lexicon based on phono-

logical principles, and it is left unexplained by the UR-based analysis in (22).

In the UR-based analysis, the grammar (IDENT(LAR) ≫ *VtV) is consistent for all the

words of the language, and therefore the learner is left without a way to build lexical statis-

tics into their grammar. In principle, one could imagine that a speaker will find the relevant

lexical statistics by going directly to the lexicon and extracting the relevant information

from it. When going to the lexicon directly, however, the speaker will not be biased by UG

to find only grammatically-principled generalizations. Any kind of regularity in the lexicon

could be discovered and projected onto novel items, contrary to fact: In the Turkish lexicon,

there is a trend for more voicing alternations after high vowels than after low vowels, yet

speakers show no sign of having learned this trend.

Assuming the base form of a noun as its underlying representation means that any additional

aspects of the noun’s pattern that are not directly observable in the base form will have to

be attributed to other aspects of the linguistic system. Given an OT framework that uses

underlying representations of roots and affixes and a constraint ranking, if hidden properties

of roots are blocked from being attributed to those roots, hidden properties can only be

attributed to the underlying representations of affixes or to the grammar.

Seeing that encoding the hidden pattern of lexical items in the underlying representations

of either roots or suffixes leaves the learner with no way or reason to identify lexical trends,

encoding such patterns in the grammar is left as the only logical option. Capturing hidden

patterns in terms of cloned constraints assures that lexical trends are identified in terms of

constraints, i.e. it assures that trends are captured in phonological terms, using the variety

of phonological primitives that constraints are sensitiveto, such as marked combinations of

features, preferred alignments of phonological elements,positional faithfulness, etc.

Contrasted with traditional generative analyses, the proposal made here “reverses” the ef-

fect of the phonology. Instead of assigning the hidden aspects of bases to their underlying

representation, and then neutralizing them in the unaffixedform, as is done traditionally,

we propose that the surface forms of bases are assumed as their underlying form, and any

properties of the base that emerge only in suffixed forms are achieved by constraint inter-
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action. In the simple case of Turkish, where the only hidden property of nominal roots is

the voicing of their final stop, the analysis in terms of cloned constraints is not only clearly

feasible, it is also the only analysis that allows speakers to capture the variety of lexical

trends that the language has.

The idea that the surface form of the base, rather than some abstract underlying form, is

preferred in phonological systems has been argued for in Hayes (1995, 1999). Assuming the

base form as the underlying representation has the added benefit of obviating the search for

non-surface-true underlying representations. This search requires a significant amount of

computation, as shown by Tesar (2006) and Merchant (2008), and in parallel lines of work,

also by Boersma (2001) and by Jarosz (2006), who specificallylook at final-devoicing

languages, i.e. languages like Turkish, where the pattern of root-final stops is hidden in

the bare form of the root. A full comparison of the computational complexity of these

approaches and our approach, however, goes beyond the scopeof this paper.

5. Analysis with cloned constraints

Turkish speakers evidence a detailed knowledge of trends intheir lexicon that regulate

the choice of alternation or non-alternation of stem-final stops. Furthermore, speakers are

biased by Universal Grammar to learn only lexical trends that can be captured in terms

of cross-linguistically observed interactions between phonological elements. This section

shows how an OT-based model can be used to learn the trends thehumans learn. The model

reads in the lexicon of Turkish and projects a probabilisticgrammar from it, a grammar that

can in turn be used to derive novel words in a way that correlates with the experimental

results shown in§3.

Given a stop-final novel noun and asked to choose a possessiveform for it, Turkish speakers

consult a subset of their lexicon: For instance, given the noundaph, speakers identify it as a

mono-syllabicp-final simplex-coda noun, and they compare it to the other mono-syllabicp-

final simplex-coda nouns in their lexicon. If they have 30 such nouns, of which 8 alternate

and 22 don’t alternate, as in TELL, then the likelihood thatdaph will exhibit a voicing

alternation is 8 out of 30, or 27%.

In other words, Turkish speakers partition their lexicon based on phonological principles.

The mass of stop-final nouns is partitioned by the size of eachnoun (mono- vs. poly-

syllabic), by the place of articulation of the final stop (p, t,
>
Ù, k), and by the complexity
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of the final coda, and within each such group, alternating nouns are separated from non-

alternating nouns. This creates a total of 2 * 4 * 2 * 2 = 32 partitions. Nouns that don’t end

in a stop are all lumped together in the “elsewhere” partition.

Constraint cloning is a mechanism for partitioning the lexicon and listing the words that be-

long in each partition. The partitions are defined by the set of universal constraints in CON,

which ensures that nouns are only categorized based on universal grammatical principles.

5.1. Constraint cloning

The OT-based model proposed here makes crucial use of the concept of Inconsistency Res-

olution, offered by Pater (2006, 2008), which relies on the Recursive Constraint Demotion

Algorithm (RCD, Prince & Tesar 1999).

In RCD, the speaker learns from “errors”, or mismatches between the words of the language

they are exposed to and the words that are produced by their current grammar. Suppose the

learner hears the adult form[khanath] ‘wing’, but their grammar produces[khana], because

the markedness constraint *CODA is ranked above faithfulness in their grammar (24).

(24)
[khanath] *CODA MAX

a. / khanath *!

b. ☞ khana *

Since the current winner,[khana], is different from the adult form, the speaker constructs

a winner-loser pair, as in (25). The tableau in (25) is a comparative tableau (Prince 2002),

where W means “winner-preferring” (i.e. the constraint assigns less violations to the win-

ner) and L means “loser-preferring (i.e. the constraint assigns less violations to the loser).

(25)
*CODA MAX

a. khanath ≻ khana L W
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RCD takes winner-loser pairs such as the one in (25) and extracts a grammar from them

by identifying columns that don’t have L’s in them and “installing” them. In this simple

case, MAX can be installed, meaning that it is added to the grammar below any other pre-

viously installed constraints (which would be at the top of the grammar in this case, since

no constraints were previously installed), and winner-loser pairs that MAX assigns a W to

are removed from the tableau. Once MAX is thus installed, the tableau is emptied out, and

the remaining constraints, in this case just *CODA, are added at the bottom of the grammar.

The resulting grammar is now MAX ≫ *CODA, which allows codas to be produced, as in

adult Turkish.

There is no guarantee, however, that RCD will always be able to install any constraints and

remove all of the winner-loser pairs from the tableau. If allof the available columns have

L’s in them, RCD will stall. This situation arises when the language provides the learner

with conflicting data, as in (26). In some words, a stem-final stop is voiceless aspirated

throughout the paradigm (26a-b), and in others, a final stop shows up voiceless aspirated in

the bare stem and voiced in the possessive (26c-d).

(26) bare stem possessive

a. a
>
Ùh a

>
Ùh-1 ‘hunger’

b. ana
>
Ùh ana

>
Ùh-1 ‘female cub’

c. ta
>
Ùh ta

>
Ã-1 ‘crown’

d. ama
>
Ùh ama

>
Ã-1 ‘target’

Assuming the bare stem with its voiceless aspirated stop as the underlying form, as dis-

cussed in§4, the non-alternating forms rank faithfulness to the underlying representations

above the markedness pressure against intervocalic voiceless stops (27), while alternating

forms require ranking faithfulness below markedness (28).

(27)
/ ana

>
Ùh + 1 / IDENT(LAR) *V

>
ÙV

a.☞ ana
>
Ùh-1 *

b. ana
>
Ã-1 *!
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(28)
/ ama

>
Ùh + 1 / *V

>
ÙV IDENT(LAR)

a.☞ ama
>
Ã-1 *

b. ama
>
Ùh-1 *!

With this understanding of the situation, the ranking between the faithfulness constraint

IDENT(LAR) and the markedness constraint *V
>
ÙV cannot be determined for the language

as a whole. Pairing the winners in (27) and (28) with their respective losers allows the

ranking arguments to be compared, as in (29).

(29)
IDENT(LAR) *V

>
ÙV

a. ana
>
Ùh-1 ≻ ana

>
Ã-1 W L

b. ama
>
Ã-1 ≻ ama

>
Ùh-1 L W

Since the ranking arguments in (29) are inconsistent, thereare no rows with no L’s in

them, and therefore no constraints can be installed, and a grammar cannot be found using

RCD. Pater (2006) proposes a mechanism for resolving such inconsistencies by cloning. In

cloning, the speaker replaces a universal constraint of general applicability with two copies,

or clones, of the universal constraint that are lexically-specific, with each clone listing the

lexical items it applies to.13

Given the situation in (29), the speaker can clone IDENT(LAR), making one clone specific

to the rootana
>
Ùh (and any other lexical items that IDENT(LAR) assigns a W to), and the

other clone specific to the rootama
>
Ùh (and any other lexical items that IDENT(LAR) assigns

an L to). The resulting grammar is no longer inconsistent:

13Pater (2006) suggests a slightly different mechanism, where one clone is lexically specific and the other

clone stays general. We argue in§5.2 below that both clones must be lexically specific to account for the

behavior of Turkish speakers.
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(30) IDENT

(voice)ana
>
Ùh

IDENT

(voice)ama
>
Ùh

*V
>
ÙV

a. ana
>
Ùh-1 ≻ ana

>
Ã-1 W L

b. ama
>
Ã-1 ≻ ama

>
Ùh-1 L W

Now RCD can be successfully applied to (30): First, IDENT(LAR)ana
>
Ùh is installed, and

the first winner-loser pair is removed. This leaves the column of *V
>
ÙV with no L’s in

it, so *V
>
ÙV is installed below IDENT(LAR)ana

>
Ùh, and the second winner-loser pair is re-

moved. The remaining constraint, IDENT(LAR)ama
>
Ùh is added to the ranking below *V

>
ÙV.

The resulting grammar is IDENT(LAR)ana
>
Ùh ≫ *V

>
ÙV ≫ IDENT(LAR)ama

>
Ùh, which cor-

rectly blocks the voicing alternation inana
>
Ùh-1 but allows it inama

>
Ã-1. In the case of (29),

choosing to clone IDENT(LAR) solved the inconsistency, but cloning *V
>
ÙV would have

been equally useful. The question of which constraint to clone is beyond the scope of this

paper, and it is addressed more systematically in Becker (2009)

The cloning of IDENT(LAR), and the listing of lexical items with its clones, divided the

lexicon into three partitions: One partition contains the items listed with the high-ranking

clone of IDENT(LAR), another partition contains the items listed with the low-ranking clone

of IDENT(LAR), and a third partition contains all the lexical items that are not listed with

either clone. These partitions are not arbitrary, but rather determined by the the mark that

IDENT(LAR) assigns to each winner-loser pair: W, L, or none.

Once a constraint is cloned, its clones accumulate lists of the morphemes they apply to. This

approach allows for two sub-grammars to coexist in a language, while keeping track of the

number of lexical items that belong to each sub-grammar. Since the number of lexical items

of each kind becomes available in the grammar, the speaker can estimate the likelihood of

each pattern.

The rest of this section shows how constraint cloning creates a grammar of Turkish that

reflects speakers’ knowledge of the lexicon, as determined by the experimental findings in

§3.
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5.2. The place effect

As discussed in§2, all stops are not equally likely to alternate: While the stops in most
>
Ù-final andp-final nouns alternate, the stops in mostt-final nouns do not. The table in

(31), repeated from (4) above, lists the numbers of alternating and non-alternating (faithful)

paradigms by the place of articulation of the final stop, as found in TELL (Inkelas et al.

2000).

(31) Place Alternating Faithful Total % alternating

p 247 47 294 84%

t 214 1041 1255 17%
>
Ù 117 74 191 61%

k 1071 191 1262 85%

To replicate the effect that place has over the distributionof voicing alternations, the lan-

guage learner must separately keep track of words that end indifferent stops. The fact that

laryngeal features affects stops of different places of articulation differently is well docu-

mented (e.g. Lisker & Abramson 1964; Ohala 1983; Volatis & Miller 1992). Additionally,

the lenition of voiceless stops to voiced stops between vowels is also very well documented

(for an overview, see Kirchner 1998). These effects quite plausibly give rise to a family of

constraints that penalize voiceless stops between vowels:*VpV, *VtV, *V
>
ÙV, *VkV. The

interaction of each of these constraints with IDENT(LAR) will allow the speaker to discover

the proportion of the stop-final nouns of Turkish that alternate in each place of articulation.

Note that for each place of articulation, the speaker has to keep track of both the number of

words that alternate and the number of words that do not. Simply keeping a count of words

that alternate leads to a wrong prediction: Compare, for instance,t-final words and
>
Ù-final

words. There are 214t-final words that alternate, but only 117
>
Ù-final words that do. If the

speaker were to only keep a count of alternating words, they would reach the conclusion

that t-final words are more likely to alternate. But in fact, speakers choose alternating

responses with
>
Ù-final words more often than they do witht-final words, reflecting the

relative proportions of alternating and non-alternating nouns, not the absolute number of

alternating nouns.
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Similarly, keeping track of just the non-alternating nounswill also make the wrong predic-

tion. Comparing
>
Ù-final words andk-final words, we see that there are more than twice as

manyk-final non-alternators than there
>
Ù-final non-alternators. Speakers, however, choose

non-alternating responses withk-final words less often than they do with
>
Ù-final words.

In order to match the proportion of alternating stops in eachplace, both alternating and

non-alternating words will need to be tracked.

Imagine a learner that has learned just two paradigms,ama
>
Ùh ∼ ama

>
Ã-1 and sepheth ∼

sepheth-i. While one alternates and the other doesn’t, no inconsistency is detected yet, since

IDENT(LAR) interacts with two different markedness constraints (32).

(32)
IDENT(LAR) *VtV *V

>
ÙV

a. ama
>
Ã-1 ≻ ama

>
Ùh-1 L W

b. sepheth-i ≻ sephed-i W L

Running RCD on (32) yields the clone-free grammar *V
>
ÙV ≫ IDENT(LAR) ≫ *VtV. If

the speaker learns the wordana
>
Ùh ∼ ana

>
Ùh-1, however, the grammar becomes inconsistent

(33).

(33)
IDENT(LAR) *VtV *V

>
ÙV

a. ama
>
Ã-1 ≻ ama

>
Ùh-1 L W

b. ana
>
Ùh-1 ≻ ana

>
Ã-1 W L

c. sepheth-i ≻ sephed-i W L

Since there are no columns in (33) that don’t have L’s in them,RCD stalls. Cloning either

*V
>
ÙV or IDENT(LAR) can resolve the inconsistency. In this case, *V

>
ÙV is chosen since

its column has the least number of non-empty cells. The result of cloning *V
>
ÙV is shown

below:
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(34)
ID(voice) *VtV *V

>
ÙVama

>
Ùh *V

>
ÙVana

>
Ùh

a. ama
>
Ã-1 ≻ ama

>
Ùh-1 L W

b. ana
>
Ùh-1 ≻ ana

>
Ã-1 W L

c. sepheth-i ≻ sephed-i W L

Installing *V
>
ÙVama

>
Ù

removes the first winner-loser pair. This leaves IDENT(LAR) with no

L’s in its column, so it is installed, and the last two winner-loser pairs are removed. Then,

*VtV and *V
>
ÙVana

>
Ù

are installed, yielding the ranking in (35).

(35) *V
>
ÙVama

>
Ù
≫ IDENT(LAR) ≫ *VtV, *V

>
ÙVana

>
Ù

The resulting grammar has successfully partitioned the data available to the learner: Lexical

items that end in
>
Ù are listed with the two clones of *V

>
ÙV, and thet-final noun was not listed,

sincet-final nouns behave consistently in this limited set of data.

Cloning of *VtV will only become necessary once the speaker encounters a word with an

alternatingt, e.g.khanath ∼ khanad-1 ‘wing’, as in (36). Note that whenever the speaker

learns a new paradigm, information about constraint conflicts may change; therefore, con-

straint cloning always starts from square one with the addition of a new winner-loser pair.

(36)
ID(voice) *VtV *V

>
ÙV

a. ama
>
Ã-1 ≻ ama

>
Ù-1 L W

b. ana
>
Ù-1 ≻ ana

>
Ã-1 W L

c. khanad-1 ≻ khanath-1 L W

d. sepheth-i ≻ sephed-i W L

Given (36), cloning *V
>
ÙV will not suffice to make the grammar consistent. If *V

>
ÙV is

cloned first, the learner will install *V
>
ÙVama

>
Ùh and remove the first winner-loser pair, but
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then they will still have a tableau with no columns that have no L’s in them. Cloning *VtV

as well will solve the inconsistency, and the resulting grammar would be as in (37).

(37) *V
>
ÙVama

>
Ùh, *VtV khanath ≫ IDENT(LAR) ≫ *VtV sepheth, *V

>
ÙVana

>
Ùh

The resulting grammar in (37) successfully partitioned thelexicon: t-final nouns are listed

with clones of *VtV, and
>
Ù-final nouns are listed with clones of *V

>
ÙV. These partitions

are defined by the constraints that distinguish winners fromlosers. The language learner’s

ability to treat each place separately is a consequence of the availability of universal con-

straints that relate voicing and place of articulation. These constraints let the speaker detect

inconsistency in each place separately, and create lists oflexical items in each place.

5.3. The size effect

Both the lexicon (§2) and the experimental results (§3) show a higher preference for alter-

nations in poly-syllabic nouns relative to mono-syllabic,in every place of articulation. The

size effect is not equal across the different places, however. Mono-syllabic nouns gener-

ally don’t alternate, regardless of the place of articulation of their final stop. Poly-syllabic

nouns usually do alternate if they arep-final or
>
Ù-final, but not if they aret-final. Speakers

have replicated this pattern of differential treatment of poly-syllabic nouns. In statistical

terms, the size and place affect have a significant interaction, and the implication for the

learner is that the proportion of alternating nouns is learned separately in each place-size

combination.

The proposed account of this size effect relies on the position of the alternating final stop

relative to the initial syllable of the root. In a mono-syllabic noun, the unfaithful map-

ping from a voiceless stop to a voiced one affects the initialsyllable of the base, while a

voicing alternation in a poly-syllablic noun doesn’t affect the initial syllable. Initial sylla-

bles are known to enjoy greater faithfulness cross-linguistically, as formalized by Beckman

(1997).14 The availability of a faithfulness constraint that protects only mono-syllabic roots

allows the speaker to partition the lexicon along this dimension, putting mono-syllables in

one partition, and leaving the other nouns, which are therefore poly-syllabic, in another

partition. The formalization of initial-syllable faithfulness in Beckman (1997) refers to the

14In a separate line of work, Dresher & van der Hulst (1998) derive similar results by using head/dependent

asymmetries.
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initial syllable of the derived form, not the output, but theuse of positional faithfulness

defined over the base is not without precedent, e.g. Kager (1999b).

The role of the word-initial syllable in the distribution oflaryngeal features in Turkish is not

limited to voicing alternations. Generally in the language, a coda stop followed by an onset

stop will surface with the laryngeal specification of the onset stop (e.g.is.thib.dath ‘despo-

tism’, *is.thiph.dath), but a coda stop in the initial syllable may surface with itsindependent

voicing specification (e.g.makh.bul ‘accepted’,eb.khem‘mute’).

For concreteness, this section focuses on learning the
>
Ù-final nouns of Turkish with simple

codas. The relevant lexical counts are in (38).

(38) CV
>
Ù CVCV

>
Ù Total

Faithful 18 44 62

Alternating 3 96 99

Total 21 140 161

Given both mono-syllabic and poly-syllabic nouns that do and do not alternate, as in (39),

the learner can successfully separate mono-syllabic rootsfrom poly-syllablic ones by cloning

the specific IDENT(LAR)σ1 first.

(39)
IDENT IDENTσ1 *V

>
ÙV

a. sa
>
Ùh-1 ≻ sa

>
Ã-1 W W L

b. tha
>
Ã-1 ≻ tha

>
Ùh-1 L L W

c. ana
>
Ùh-1 ≻ ana

>
Ã-1 W L

d. ama
>
Ã-1 ≻ ama

>
Ùh-1 L W

IDENT(LAR)σ1 can be identified as more specific than IDENT(LAR) by examining the num-

ber of W’s and L’s in each column, since the more specific constraint will necessarily assign

a subset of the W’s and L’s that the general constraint assigns (Tessier 2007). The result of

cloning IDENT(LAR)σ1 is in (40). Since only mono-syllabic stems are assigned W’s or L’s

by IDENT(LAR)σ1, only mono-syllables get listed by clones at this point.
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(40)
IDENT IDENTσ1sa

>
Ùh IDENTσ1tha

>
Ùh *V

>
ÙV

a. sa
>
Ùh-1 ≻ sa

>
Ã-1 W W L

b. tha
>
Ã-1 ≻ tha

>
Ùh-1 L L W

c. ana
>
Ùh-1 ≻ ana

>
Ã-1 W L

d. ama
>
Ã-1 ≻ ama

>
Ùh-1 L W

The column of IDENT(LAR)σ1sa
>
Ùh has no L’s in it, so it can be installed, and the first winner-

loser pair can be removed from the tableau. While the mono-syllabic
>
Ù-final nouns were

successfully listed by clones of IDENT(LAR)σ1, the learner is not quite ready to discover the

rest of the
>
Ù-final nouns. Given the tableau in (40), there are no constraints to install after

the installation of IDENT(LAR)σ1sa
>
Ùh, so either IDENT(LAR) or *V

>
ÙV will need to cloned.

Once either of them is cloned,tha
>
Ùh andama

>
Ùh will be listed with one clone, andana

>
Ùh will

be listed with the other. Assuming it is IDENT(LAR) that is cloned, the resulting grammar

will be the one in (41).

(41) IDENT(LAR)σ1sa
>
Ùh ≫ IDENT(LAR)ana

>
Ùh ≫ *V

>
ÙV ≫

IDENT(LAR)σ1tha
>
Ùh, IDENT(LAR)tha

>
Ùh, ama

>
Ùh

The problem with the grammar in (41) is that the lexicon is notneatly partitioned in the way

the learner needs it to be: The specific IDENT(LAR)σ1 correctly lists all and only the mono-

syllables, but the general IDENT(LAR), in addition to correctly listing all the poly-syllabic
>
Ù-final nouns, also incorrectly lists the mono-syllabic

>
Ù-final alternators.

The problem is that the general IDENT(LAR) assigns W’s and L’s to all nouns, regardless

of size, potentially allowing some nouns to “double dip”, asseen in (41). To ensure that

nouns are not listed multiple times, the learner needs to make sure that when they clone

a specific constraint and list words with the clones, they also ignore any W’s or L’s that a

more general constraint assigns to these listed words. In the case of (40), the learner needs

to notice that IDENT(LAR) is more general than IDENT(LAR)σ1 (as determined by the fact

that IDENT(LAR) assigns a superset of the W’s and L’s that IDENT(LAR)σ1 assigns), and

ignore (or “mask”) the W’s and L’s that IDENT(LAR) assigns to the nouns that are listed by
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IDENT(LAR)σ1.15 The correct tableau, with the masking of the W that IDENT(LAR) assigns

to sa
>
Ùh-1 and the L that it assigns totha

>
Ã-1, is in (42).

(42)
IDENT IDENTσ1sa

>
Ù

IDENTσ1ta
>
Ù *V

>
ÙV

a. sa
>
Ùh-1 ≻ sa

>
Ã-1 W⊘ W L

b. tha
>
Ã-1 ≻ tha

>
Ùh-1 L⊘ L W

c. ana
>
Ùh-1 ≻ ana

>
Ã-1 W L

d. ama
>
Ã-1 ≻ ama

>
Ùh-1 L W

Given the tableau in (42), the column of IDENT(LAR) has the fewest W’s and L’s, so

IDENT(LAR) will be chosen for cloning. The learner will clone IDENT(LAR) and success-

fully list just the poly-syllables with it. The resulting grammar will be the one in (43). This

grammar achieves the intended partitioning of the lexicon:The
>
Ù-final nouns are divided

into mono-syllables and poly-syllables, and within each category, the nouns are further

divided into alternators and non-alternators.

(43) IDENT(LAR)σ1sa
>
Ùh ≫ IDENT(LAR)ana

>
Ùh ≫ *V

>
ÙV ≫

IDENT(LAR)σ1tha
>
Ùh, IDENT(LAR)ama

>
Ùh

To summarize, the analysis of the size effect in Turkish relies on the availability of a

specific version of IDENT(LAR) that only assesses voicing alternations in mono-syllables.

The speakers uses the specific IDENT(LAR)σ1 to list the mono-syllables, leaving the poly-

syllables to the care of the general IDENT(LAR). The intended result relies on two princi-

ples: (a) the selection of the constraint to clone by identifying the column with the fewest

non-empty cells, and (b) the masking of W’s and L’s from general constraints upon the

listing of items with a specific constraint.

15The masking operation can also be defined to operate only on L’s, since the W’s will be removed by the

installation of a clone of the specific constraint, and masking of W’s will turn out to be vacuous.
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5.4. Combining place and size

The distribution of the voicing alternations in Turkish is analyzed here as affected by two

factors: The place of articulation of the final stop, which was attributed to the markedness

of different stops between vowels, and the size, which was attributed to specific faithfulness

to voicing in mono-syllables. The two effects have a significant interaction, where the size

effect is strong in labials and palatals and much smaller forcoronals. This section will show

how the learner can model this interaction by using pairs of constraints to list lexical items.

The tableau in (44) shows the full range of possible winner-loser pairs given two places (t

and
>
Ù), two sizes (mono-syllabic and poly-syllabic) and two alternation patterns (faithful

and alternating). The intended result is for the speaker to partition their lexicon by size and

place, making four partitions, and within each of the four, further partition and list alternat-

ing and non-alternating items separately. Using the cloning technique that was offered in

§5.2 and§5.3 above, no constraint will lead to the correct partitioning: For instance, cloning

IDENT(LAR)σ1 will separate the alternating mono-syllabic nouns from thenon-alternating

mono-syllabic nouns, sosa
>
Ùh andath will be listed with one clone andtha

>
Ùh andthath will

be listed with the other clone. But this listing collapses the place distinction, putting
>
Ù-final

nouns andt-final nouns in the same partition.

(44)
IDENT IDENTσ1 *V

>
ÙV *VtV

a. sa
>
Ùh-1 ≻ sa

>
Ã-1 W W L

b. tha
>
Ã-1 ≻ tha

>
Ùh-1 L L W

c. ana
>
Ùh-1 ≻ ana

>
Ã-1 W L

d. ama
>
Ã-1 ≻ ama

>
Ùh-1 L W

e. ath-1 ≻ ad-1 W W L

f. thad-1 ≻ thath-1 L L W

g. sepheth-i ≻ sephed-i W L

h. khanad-1 ≻ khanath-1 L W
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The mechanism of cloning must be made sensitive to the various sources of conflict in the

data: The column of IDENT(LAR)σ1 indeed contains W’s and L’s, but these conflict with

different constraints. Some W’s that IDENT(LAR)σ1 assigns are offset by L’s from *VtV,

and some are offset by L’s from *V
>
ÙV. Similarly, the L’s that IDENT(LAR)σ1 assigns are

offset by W’s from *VtV and from *V
>
ÙV.

To capture the different sources of conflict in the data, lexical items that are listed with

clones of IDENT(LAR)σ1 must also mention which constraint they conflict with: If a lex-

ical item gets a W from IDENT(LAR)σ1, this W must be offset by an L from some other

constraint, and vice versa. The clones of IDENT(LAR)σ1 don’t simply list lexical items,

but rather list lexical items by the constraint they conflictwith, or more formally, clones

list 〈constraint,{lexical items}〉 pairs. This is shown in (45). As before, the listing of

items with clones of the specific IDENT(LAR)σ1 causes the masking of W’s and L’s from

the column of the more general IDENT.

(45)

IDENT

IDENTσ1

〈*V
>
ÙV, sa

>
Ùh〉,

〈*VtV, ath〉

IDENTσ1

〈*V
>
ÙV, tha

>
Ùh〉,

〈*VtV, thath〉

*V
>
ÙV *VtV

a. sa
>
Ùh-1 ≻ sa

>
Ã-1 W⊘ W L

b. tha
>
Ã-1 ≻ tha

>
Ùh-1 L⊘ L W

c. ana
>
Ùh-1 ≻ ana

>
Ã-1 W L

d. ama
>
Ã-1 ≻ ama

>
Ùh-1 L W

e. ath-1 ≻ ad-1 W⊘ W L

f. thad-1 ≻ thath-1 L⊘ L W

g. sepheth-i ≻ sephed-i W L

h. khanad-1 ≻ khanath-1 L W

Next, the learner is ready to clone IDENT(LAR), which will again list items by the con-

straints they conflict with. The resulting grammar is in (46).
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(46) IDENT(LAR)σ1〈*V
>
ÙV, sa

>
Ùh〉

〈*VtV, ath〉

≫ IDENT(LAR)〈*V>
ÙV, ana

>
Ùh〉

〈*VtV, sepheth〉

≫ *V
>
ÙV, *VtV ≫

IDENT(LAR)σ1〈*V
>
ÙV, tha

>
Ùh〉

〈*VtV, t hath〉

, IDENT(LAR)〈*V>
ÙV, ama

>
Ùh〉

〈*VtV, k hanath〉

This grammar correctly partitions the lexicon: Clones of IDENT(LAR)σ1 list all the mono-

syllabic stop-final nouns that the speaker has, and those arefurther divided by markedness

constraints intot-final and
>
Ù-final nouns. Of course, the full grammar also listsp-final

nouns under *VpV, and thosek-final nouns that show a voicing alternation are listed under

*VkV (for more on k-final nouns, see§5.6). The nouns that were assessed neither W’s nor

L’s by IDENT(LAR)σ1, which are therefore poly-syllabic, are listed by clones ofthe general

IDENT(LAR). These again are listed by the markedness constraint that IDENT(LAR) con-

flicts with, correctly separating the poly-syllabic nouns according to the place of articulation

of their final stop.

This grammar allows the speaker to learn the proportion of alternating nouns in each size

and place combination, with these combinations made available by listing lexical items with

pairs of constraints.

5.5. The complex coda effect

As discussed in§2 and§3, stop-final CVC nouns have a lower proportion of alternators

relative to CVCC nouns. The complexity of the coda does not have the same effect in all

places of articulation, e.g. CVCC nouns have a proportion ofalternators that’s similar to

the proportion of alternators among the poly-syllables when p-final and
>
Ù-final nouns are

considered, butk-final CVCC nouns pattern with the mono-syllabick-final nouns, which

have a low proportion of alternators.

Of the 354 stop-final nouns in TELL that have a complex coda, 244 have a sonorant before

the final stop, and 39% of those 244 nouns alternate. Of the 110nouns that have an obstruent

before their final stop, only 3% alternate. Since only sonorants lead to a non-negligible

proportion of alternators, only sonorants were used in the experiment in§3, and hence only

nouns with a sonorant before their final stop will be considered below.

The alternation of nouns with simple codas was attributed in§5.2 to a family of marked-

ness constraints that penalize intervocalic voiceless stops: *VpV, *VtV, *V
>
ÙV, and *VkV.
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Similarly, the alternations of nouns with complex codas is attributed here to markedness

constraints that penalize voiceless stops between a sonorant consonant and a vowel, namely

*RpV, *RtV, *R
>
ÙV, and *RkV. This formulation of the constraints collapses the distinction

between the nasal sonorants{m, n} and the oral sonorants{l, ń, r, y}, which might be

an over-simplification. In the lexicon, stops are more likely to alternate following nasals

than following oral sonorants (47.6% vs. 29.3%), a tendencythat was also found in the

experimental results (49.0% vs. 39.6%).

The pattern of alternating and non-alternating
>
Ù-final nouns with final complex codas is

shown in (47). The markedness constraint *R
>
ÙV prefers alternation, while the familiar

IDENT(LAR) and IDENT(LAR)σ1 prefer a faithfully voiceless root-final stop.

(47)
IDENT IDENTσ1 *R

>
ÙV

a. gøn
>
Ùh-y ≻ gøn

>
Ã-y W W L

b. gen
>
Ã-i ≻ gen

>
Ùh-i L L W

c. gylyn
>
Ùh-y ≻ gylyn

>
Ã-y W L

d. gyven
>
Ã-i ≻ gyven

>
Ùh-i L W

With different markedness constraints regulating voicingalternations in nouns with simplex

codas and complex codas, the learner can easily partition the lexicon by the complexity of

the final coda. Adding the nouns with complex codas in (47) to the grammar in (46) gives

rise to the more complete grammar in (48).

(48) IDENT(LAR)σ1〈*V
>
ÙV, sa

>
Ùh〉

〈*VtV, ath〉

〈*R
>
ÙV, gøn

>
Ùh〉

≫ IDENT(LAR)〈*V>
ÙV, ana

>
Ùh〉

〈*VtV, sepheth〉
〈*R

>
ÙV, gylyn

>
Ùh〉

≫ *R
>
ÙV, *V

>
ÙV, *VtV ≫

IDENT(LAR)σ1〈*V
>
ÙV, tha

>
Ùh〉

〈*VtV, t hath〉
〈*R

>
ÙV, gen

>
Ùh〉

, IDENT(LAR)〈*V>
ÙV, ama

>
Ùh〉

〈*VtV, k hanath〉
〈*R

>
ÙV, gyven

>
Ùh〉

The grammar in (48) allows the speaker to partition their
>
Ù-final nouns by their mono- or
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poly-syllabicity, and within each length, by the complexity of their coda. Within each of

the four kinds of
>
Ù-final nouns, alternators are separated from non-alternators, giving the

speaker access to the relative proportion of alternating nouns in each partition. The stimuli

with complex codas that were used in the experiment in§3 were all mono-syllabic, and for

those nouns, speakers successfully replicated the proportion of alternators from the lexicon.

Poly-syllabic nouns with complex codas were not treated separately in the statistical anal-

yses in§2 due to their small number relative to the poly-syllabic nouns with simple codas.

Of the 301 mono-syllabic nouns in TELL, the 164 nouns that have a complex coda make

a respectable 54.5%. However, the 190 poly-syllabic nouns with a complex coda make a

mere 7% of the 2701 poly-syllabic nouns in TELL. Consequently, poly-syllabic nouns with

complex codas are not very representative of the Turkish lexicon as a whole, nor are they

representative of the poly-syllabic nouns of Turkish, and therefore they were not tested in

the experiment in§3. They are included in the analysis here for the sake of completeness.

5.6. Voicing alternations and k∼∅ alternations

The discussion of voicing alternations in§2 and§3 abstracted away from the fact that post-

vocalic dorsals delete, rather than become voiced. The crucial observation in this context

is that the voicing of stem-final stops and the deletion of stem-final dorsals are incomple-

mentary distribution. This is seen in (49) below, where post-vocalic dorsals either surface

faithfully in the possessive (a-b) or delete (c-d), whereaspost-consonantal dorsals either

surface faithfully (e-f) or voice (g-h).

(49) bare stem possessive

a. okh okh-u ‘arrow’

b.
>
Ùhekhikh >

Ùhekhikh-i ‘slanting’

c. gøkh gø-y ‘sky’

d.
>
Ùhilekh >

Ùhile-i ‘strawberry’

e. mylkh mylkh-y ‘real estate’

f. mehenkh mehenkh-i ‘measure’

g. renkh reng-i ‘color’

h. khephenkh khepheng-i ‘rolling shutter’
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Given ak-final noun in Turkish, it is not predictable whether it will surface faithfully or

unfaithfully, but if it is known to surface unfaithfully, itis predictable whether the final [k]

will voice (following a consonant) or delete (following a vowel). If dorsal deletion were in

some sense an independent process of Turkish, its complementary distribution with respect

to voicing would be left unexplained.

Both the voicing and the deletion of final dorsals show a size effect in TELL (50). While the

size effect is dramatic for the post-vocalic dorsals (3% vs.93%), there is also a noticeable

size effect for the post-consonantal dorsals (10% vs. 41%).16

(50) Size Faithful Alternating % alternating

Deletion mono-syllabic 42 1 3%

poly-syllabic 79 1048 93%

Voicing mono-syllabic 45 5 10%

poly-syllabic 19 13 41%

The deletion of a final dorsal does not violate IDENT(LAR), but rather violates MAX , a

faithfulness constraint that penalizes deletion. To learnthe size effect, the learner will need

to use the general MAX and the specific MAX σ1, which penalizes the deletion of material

from the initial syllable of the stem.

The complementary distribution of voicing alternation anddorsal deletion is apparent from

the summary of the ranking arguments, exemplified with mono-syllabic nouns in (51).

There is a conflict between IDENT(LAR)σ1 and *RkV, and there is a separate conflict be-

tween MAX σ1 and *VkV. The learner is free to discover each conflict separately.

16The size effect is highly significant in both cases, as determined by the Fisher exact test. For the post-

vocalic dorsals: odds ratio= 542,p < .0001; for the post-consonantal dorsals: odds ratio= 6, p < .005.
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(51)
IDENTσ1 *RkV MAX σ1 *VkV

a. mylkh-y ≻ mylg-y W L

b. reng-i ≻ renkh-i L W

c. okh-u ≻ o-u W L

d. gø-y ≻ gøkh-y L W

If I DENTσ1 is cloned first, IDENT(LAR)σ1mylkh will be installed, followed by the installation

of *RkV. Then, either MAX σ1 or *VkV will need to be cloned. If MAX σ1 is cloned, the

resulting grammar will be as in (52).

(52) IDENTσ1〈*RkV, mylkh〉 ≫ *RkV ≫ MAX σ1〈*VkV, ok h〉 ≫ *VkV

≫ IDENTσ1〈*RkV, renkh〉, MAX σ1〈*VkV, gøkh〉

Equivalently, If MAX σ1 is cloned first, followed by the cloning of IDENT(LAR)σ1, the result-

ing grammar, in (53), is just as good as the grammar in (52) in accounting for the available

data.

(53) MAX σ1〈*VkV, ok h〉 ≫ *VkV ≫ IDENT(LAR)σ1〈*RkV, mylkh〉 ≫ *RkV

≫ MAX σ1〈*VkV, gøkh〉, ≫ IDENT(LAR)σ1〈*RkV, renkh〉

Since the deleting dorsals and the voicing dorsals are in complementary distribution, and

controlled by separate constraints, it doesn’t matter which trend leads to cloning first.

6. General-purpose learning with the MGL

The Minimal Generalization Learner (MGL) of Albright & Hayes (2002, 2003, 2006) is an

information-theoretic algorithm that generalizes patterns over classes of words that undergo

similar alternations. MGL provides a reflection of trends inthe lexicon and has the potential

to generalize them to novel outputs. The MGL has been shown tosuccessfully model hu-

mans’ experimental results in novel word-formation tasks with the past tense in English and
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with similar tasks in other languages, and is thus a good representative of a class of mod-

els that access lexical patterns without any bias against generalizing from phonologically

unnatural trends.

The MGL works by reading in pairs of surface forms that are morphologically related, such

as a bare noun and its possessive form in Turkish, creating a rule for each pair, and then

generalizing over those rules to make more general rules. These more general rules can be

applied to novel bare nouns, giving a set of possible derivedforms with a confidence score

assigned to each. The MGL’s operation is exemplified in (54) below. Two alternating nouns,

khebaph ‘kebab’ andSaraph ‘wine’ are read, and a rule is projected from each (54a,b).

The MGL identifies the structural change in each paradigm ([ph] becomes [b1]), and the

environment in which this change occurs (which in its most specific instance is the entire

remainder of each word). Each rule has a narrow scope, as it applies to the paradigm of a

single alternation word. In order to make a generalization,the MGL compares all the rules

it has and finds pairs of rules that share the same structural change. Given a set of rules

with the same structural change, the algorithm compares theimmediate environments for

the change, and projects a new, more general rule (54c). The new rule has a wider scope

(as can be seen in the example, where it will apply to any polysyllabic noun that ends in

aph) but its success rate is lower, since it will mistakenly apply to non-alternating nouns that

end inaph. This tradeoff between scope and accuracy is balanced by calculating adjusted

confidence scores for each postulated rule.

(54) A minimal generalization in the MGL. The final subscript“2” annotates the number

of syllables in the base.

paradigm change environment

a. Saraph2 ∼ Sarab12 ph → b1 / S a r a 2

b. khebaph2 ∼ khebab12 ph → b1 / kh e b a 2

c. ph → b1 / X a 2

As the MGL begins with a separate rule for every alternating word in the language and

gradually collapses these into a more general rule based on their reliability, the question is

whether it would converge upon general rules of alternationbased on size, place, and vowel

quality factors.
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6.1. Materials and method

To simulate the behavior of the human participants as described in the experiment in§3,

the MGL was provided with all the stop-final words in TELL as training data, and with the

stimuli of the experiment as test items. Since the MGL is built to discover generalizations

locally over a small span of segments, bases and their possessive forms were annotated at

their right edge with the mono-syllabic status of the base, to allow the MGL to discover the

size effect locally, at the site of affixation. In addition, the MGL received a feature matrix

of the consonants and vowels of Turkish, which it uses to find natural classes. The results

reported here were obtained by running the MGL at the 75% confidence level, which is the

level that generated the results that most closely matched the human results.

For each test item, the MGL generated alternating and non-alternating possessive forms,

each form associated with a confidence score, which represents the likelihood of getting

that response from a human. To calculate the proportion of alternating responses that the

MGL predicts, the confidence score of each alternating response was divided by the sum of

the confidence scores of the alternating and non-alternating responses. For example, given

the nounfath, the MGL produced the formfath-1 with a confidence of 87% and the form

fad-1 with a confidence of 23%. The predicted alternation rate forfath was calculated as

23%/(23%+87%) = 21%. Thus, the MGL predicted alternation rates for each of the 72 test

items of the experiment.

6.2. Results

The chart in (55) shows MGL’s prediction for the nonce words used in the experiment,

grouped by size vs. place, plotted against the proportion ofalternating words in TELL in

the corresponding size and place. The MGL predictions matches the lexicon very well

(Spearman’s rank correlation test,S = 18, ρ = .937, p < .001). In fact, the MGL’s

correlation with the lexicon is a little better than the correlation of the experimental results

with the lexicon (compare with 15 above).
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(55) Rates of alternation in the lexicon, by place and size, plotted against the percentage

of alternating responses predicted by the Minimal Generalization Learner.
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The MGL prediction match the lexicon for the height effect aswell, as shown in (56),

with significant correlation (Spearman’s rank correlationtest,S = 92, ρ = .678,p < .05).

This contrasts sharply with the lack of correlation betweenthe lexical statistics and the

experimental results (see 16 above).
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(56) The difference in rates of alternation between high andnon-high vowels, by size and

place, in the lexicon and in the MGL results.
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6.3. Discussion

The MGL’s impressive performance in matching the lexical trends of Turkish voicing alter-

nations were to its detriment. In out-performing the participants of the experiment described

in §3, it failed to mimic human behavior.

The MGL is a powerful learner for phonological patterns. Given nothing but a list of

paradigms and the natural classes that the segments in it form, it learned that Turkish has

voicing alternations and that there are factors that are correlated with their distribution.

However, since the MGL lacks a theory of possible interactions between phonological ele-

ments, it could not ignore the predictive power of vowel height and backness in determining

the alternating or non-alternating status of attested nouns, and it used all the correlations it

found in predicting the status of novel forms.

Humans, we argue, are biased to ignore any effect that vowel quality might have on the

voicing of a neighboring consonant. This one and the same bias is observed in two domains

of linguistic investigation: In the cross-linguistic study of regular phonological phenomena,
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and in the language-specific study of the distribution of lexically-determined phonological

processes.

The MGL results are representative of a wider range of learning algorithms, such as CART

(Breiman et al. 1984), C4.5 (Quinlan 1993), or TiMBL (Daelemans et al. 2002), which use

purely distributional properties of a lexicon to model human behavior. The MGL’s advan-

tage over these other models is that it isn’t given a list of possible generalizations to explore

in advance, but rather generates its own set of hypotheses. With models other than the

MGL, the lack of vowel effect could be hard-wired by not supplying the model with infor-

mation about vowel quality. Since these models are not specific to language and therefore

don’t have any information about natural phonological interactions, such an exercise would

offer little insight into the problem at hand. The MGL simulation is informative specifically

because it is given whole words to deal with, without additional information about which

generalizations to attend to.

The MGL results show that a model that isn’t equipped with a set of biases that determine

the universal range of phonological interactions will be unable to successfully mimic human

behavior and ignore accidental regularities in a lexicon.

7. Conclusions

This paper presented a study of Turkish voicing alternations that contrasted trends found

in the Turkish lexicon with the knowledge that speakers haveabout it, showing that speak-

ers are biased to reproduce certain trends but not others. The experimental finding, that

speakers do not adopt an omnivorous model of statistical generalization when it comes to

vowel-consonant interactions, fall under a more general set of conclusions about the pho-

netic basis for phonotactic interactions. Taken together,these results suggest a more general

implication for realistic models of inductive generalization from linguistic regularities: the

need for a balanced interaction between the power of tracking statistical information and the

constraints of linguistically-specific filters that guide the learner’s analysis and acquisition

of phonotactic patterns.
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7.1. Use of base rate information in deneutralization

Whether or not a stop-final noun will fall into the alternating or non-alternating class of

words in Turkish is seemingly unpredictable: the unsuffixednoun stemsoph does not alter-

nate when a vowel-initial suffix is added, as in the possessedform soph-u, but the noun stem
>
Ãoph does: its possessed form is

>
Ãob-u. Given a nonce word likezoph, in which the stem-

final consonant appears at the end of the word in coda position, the distinction between

alternating and non-alternating stops is neutralized, dueto the process of coda devoicing in

Turkish.

When a speaker is presented with the novel formzopand asked to form the possessive, they

have to undo the neutralization caused by final devoicing, and decide whether the final stop

is of the alternating or non-alternating kind. Thisdeneutralizationtask shows a number

of parallels with more general schema ofbackwards blockinginference, discussed in the

literature on causal reasoning and inductive inference. Instudies on backwards blocking,

participants observe an outcome occurring in the presence of two potential causes (A and

B). Participants observe that event A independently causesthe outcome. Participants are

then often less likely to judge B as the cause of the outcome. One example task in which

backwards blocking inferences arise is in the “blicket detector” task of Sobel et al. (2004),

in which children were introduced to a blicket-detecting machine that lights up and plays

music when certain objects (blickets) are placed on it and were told that “blickets make

the machine go”. In the blicket-detector backward-blocking task at hand, A and B are

two blocks placed on the blicket detector together which result in the machine activating.

Subsequently, object A is put on the detector alone, again resulting in activation of the

machine. Children were then asked whether B was a blicket. Asthe detection of B’s

blickethood is neutralized in the presence of A, a known blicket, the “logical” response rate

of whether B is a blicket should have been a 50% rate of guessesthat it was. Nonetheless, in

Sobel et. al’s Experiment 3, they showed that 4-year old children were remarkably sensitive

to the base ratesof whether something was likely to be a blicket, and made use of this

information in the face of the logical uncertainty of backward blocking. In this experiment,

they exposed and familiarized children to a number of nonce objects before introducing

them to the blicket detector. There were two conditions. In the “rare blicket” condition, 1

out of 10 of the objects that the participants were exposed tobeforehand were blickets. In

the “common blicket” condition, 9 out of 10 objects were blickets. The children were then

presented with the same task described above: seeing two objects, A and B, seeing that A

57



lights up the blicket detector, and seeing that A and B together light up the blicket detector.

The children were then asked if B was a blicket or not. The 4-year olds categorized B as

a blicket on average 25% of the time in the rare blicket setup,but 81% of the time in the

common blicket setup, showing that they actively employed base rate information in the

deneutralized context of B alone.

The backwards-blocking blicket detector task is highly similar in structure to the coda

deneutralization task we performed with nonce words in Turkish. Participants observed an

outcome (e.g. [ph] in final position) which occurs in the presence of two potential causes.

One potential cause is the process of coda-devoicing, and a second potential cause is if this

noun falls into the non-alternating class of words with a final [ph]-throughout their noun

paradigm. Once it is known that the presence of A alone is sufficient to trigger the outcome

(in this case, that coda devoicing exists as a regular process in Turkish), then the likelihood

that B is playing any role in the outcome should logically be 50%. When Turkish speakers

are presented with a word likezoph and asked whether to judge whether the deneutralized

form should bezoph-u or zob-u, however, they take into account the overall likelihood that

a word of this shape is in the alternating class. For monosyllabic nouns with a final labial

stop, there is only a 30% base rate that it will be in the alternating class. The results of

the experiment reported here show that Turkish speakers canand do use this information in

reasoning whether a word likezoph should be in the alternating class.

Turkish speakers thus track and consult the base rates of alternating nouns in their lexicon

that match the size and place of the noun under consideration. Similarly to the findings of

Ernestus & Baayen (2003), speakers appear to be highly sensitive to lexical statistics that

can aid them in informed guesses in “predicting the unpredictable” to determine how to

deneutralize a potentially alternating word. Despite thissensitivity to generalizations about

the effects of word size and shape on voicing, however, speakers did not consider the vowel

that precedes the stem-final stop, even though their lexiconcontains a statistically signifi-

cant generalization about the effect of final vowels, one that a machine learning simulation

had no hesitation in aggressively extending to nonce word formations.

Recall that just like the Turkish speakers, the Dutch speakers in Ernestus & Baayen (2003)

ignored vowel height, but they did not ignore vowel length. Vowel length, unlike vowel

height, is universally correlated with the voicing of a following stop, and thus should be

learned by speakers who are biased by Universal Grammar.
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7.2. Phonetic features as a basis for second-order phonotactics

We claim that speakers are attuned to certain factors and ignore others, and furthermore,

that the choice is based on a principled inventory of universally possible phonological in-

teractions. Among these are the fact that the size of a word and the place of articulation

of an alternating stop are reasonable determinants of phonotactic distributions to consider

in whether a stop will undergo a voicing alternation or not, but that the height or backness

of a preceding vowel are factors that learners are biased against considering in tracking

phonotactic generalizations.

The size effect can be traced to a well-known initial syllable effect. Cross-linguistically,

initial syllables enjoy greater faithfulness, or resistance to alternation (Beckman 1998). The

initial syllable plays a central role in Turkish phonology:Native Turkish nouns allow voiced

codas only in the initial syllable (e.g.ab.la ‘elder sister’,ad ‘name’), and initial syllables

serve as starting points for vowel harmony. Napikoğlu & Ketrez (2006) find that children

quickly master suffixal allomorphy for the aorist, which is based on syllable-count. Ketrez

(2007) finds that children’s metathesis errors involving labials (e.g. khithaph → khiphath

‘book’) do not occur with monosyllables (e.g.yaph) and attributes this to protection of

initial-syllable. In addition, Barnes (2001) finds significantly longer duration for initial

syllables in Turkish. Hence, a predicate such as “within initial syllable” is likely to be a

salient factor for Turkish learners, and thus biases attention to alternation rates correlated

with this factor.

The place of articulation of stem-final stops is also very likely to influence alternation rates.

Different places are known to interact differently with voicing Lisker & Abramson (1964);

Ohala (1983); Volatis & Miller (1992). Specifically in Turkish, dorsal stops delete rather

than undergo voicing intervocalically, supplying a cue to learners that the behavior of at

least one place must be learned separately. Indeed, Nakipo˘glu & Üntak (2006) show that

Turkish-learning children are sensitive to the differential behavior of the different places of

articulation.

By contrast to size and place, the vowel that precedes the stem-final stop is not likely to

play any causal role in stop alternations, and hence we arguethat learners ignore this factor.

Although consonant voicing has been argued to affect vowel height in various languages,

as in Canadian Raising (Chambers 1973; Moreton & Thomas 2007) and Polish (Gussmann

1980) — in many cases due to the historical development of quality alternations from a

59



pre-existing vowel length contrast in closed syllables — there is no report of vowel height

or backness inducing a change in voicing in a following obstruent.

We argue that this typological gap reflects a principled lacuna in the inventory of possible

phonological interactions, and specifically that phonological grammars lack any constraint-

based or rule-governed process of vowel quality affecting adjacent consonantal voicing.

In fact, Moreton (2008), in an attempt to teach an artificial language pattern with height-

voicing interactions (i.e. in which VC sequences were always high vowel followed by

voiced consonant or nonhigh vowel followed by voiceless consonant), found that partici-

pants were biased against generalizing this pattern. Importantly, Moreton’s subjects were

able to learn a comparably complex vowel-to-vowel interaction, suggesting that the failure

to learn the height-voicing pattern was truly due to an analytic bias.

While studies of phonotactic typology and the predictions of phonological theory make

clear that relations between vowel height or vowel backnessand the voicing of a following

stop are not possible phonological interactions, it is not the case that all vowel-consonant in-

teractions are disfavored in natural language; on the contrary, such interactions can be quite

commonplace. For example, front high vowels force a change of the place of articulation

in an adjacent obstruent consonant in a number of languages,leading to phonotactic bans

against sequences such asti, si, or ki as opposed to
>
Ùi or Si; such palatalization processes

are found in Japanese, Italian, Finnish, and Korean, among many other languages (Bhat

1978; Hall & Hamann 2006). Similarly, consonants can affectthe distribution of adjacent

vowels, as in the case of nasalization in Brazilian Portuguese, in which a stressed vowel

must be nasalized before a nasal consonant, leading to phonotactic bans against sequences

such asanaas opposed tõana(Wetzels 1997). Importantly, these cases of consonant-vowel

assimilatory interactions are mediated by the fact that thephonetic feature in the consonant

that triggers the change is identical to the changed featureon the vowel (or vice-versa):

for example, the palatal place of articulation of high frontvowels is identical to the palatal

place of articulation of the consonant affected by palatalization, and the phonological rep-

resentation of the Place of Articulation of[i] and[č] has been argued to be identical (Hume

1994). Similarly, nasal consonants and nasalized vowels share a common phonetic articu-

lation, [+nasal], required in the production of sounds that allow airflow through the nose

(Cohn 1993).

The cases of palatalization and nasalization discussed above are processes in which vowel-

consonant interaction is mediated by a common supralaryngeal phonetic feature. There
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are also, in fact, cases of vowel-consonant assimilatory interactions involving laryngeal

features. One such phonotactic restriction involves voicing of obstruents, in which a high

tone on a vowel can affect the voicing of an adjacent the consonant (i.e. a high tone on

a vowel implies voiceless consonants, or vice versa), as found in Shanghainese or Jabem

(Poser 1981). However, this vowel-consonant phonotactic interaction involves a common

phonetic feature in both the trigger and target as well: hightone in vowels and voicelessness

in obstruents are both controlled by the laryngeal propertyof stiffened vocal folds (Halle &

Stevens 1971).

Phonotactic interactions between vowels and consonants are thus possible and indeed quite

common when the nature of the phonotactic restriction involves a phonetic feature shared by

the vowel and consonant. The phonetic basis for this phonotactic interaction can be either

a laryngeal feature that both the vowel and consonant share,such as stiffened vocal folds,

or a supralaryngeal feature that the vowel and consonant share, such as place of articulation

in the vocal tract. However, the putative interaction of vowel height with consonant voicing

does not even remotely fit within this rubric: vowel height isa supralaryngeal feature,

consonant voicing is a laryngeal feature, and the two have thus virtually nothing to do with

each other either phonetically or in terms of their phonological representations.

Thesame-feature constrainton vowel-consonant interactions is thus an “overhypotheses”

in the sense of Goodman (1955) and Kemp et al. (2007): a meta-level hypotheses that con-

strains the form of possible specific hypotheses and generalizations induced from the data.

Whether or not the same-feature constraint on vowel-consonant phonotactics is innate, or

perhaps itself induced in parallel, e.g. through use of a hierarchical Bayesian model (Good

1980; Kemp et al. 2007), is not something that our experimental results speak to directly,

but is an important question for modeling how it is that the vowel-quality / obstruent voicing

phonotactic of Turkish is ignored.

7.3. Prior analytic biases filter statistical regularities

A number of current phonological theories adopt a constrained theory of possible phono-

logical processes. Optimality Theory posits a universal inventory of possible phonological

interactions that can be expressed as the result of the interactions among a universal set of

constraints (see Kager 1999a; McCarthy 2002). Parametric models of phonological rules

express constraints on what can be a possible phonological interaction as a property of
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the space created by a given parametric system (e.g. Dresher& Kaye 1990; Archangeli &

Pulleyblank 1994; Cho 1999). Both the theories of universalconstraint families and the

theories of parameterized rules of assimilation require that the feature dictating a vowel-

consonant interaction must be shared by both the consonant and the vowel. These models

thus adopt a specific set of analytic biases, often called Universal Grammar, that the lan-

guage learner brings to the task of extracting phonotactic generalizations from the lexicon,

and that constrain possible generalizations that learnerswill make. The possibility of con-

sonant voicing being determined or affected by vowel heightor vowel backness is excluded,

or highly disfavored to the point that even significant evidence for such a relationship in the

lexicon is not enough. Computational modeling studies of phonological rule induction have

converged on the conclusion that abstract learning biases lead to more compact, more accu-

rate, and more general finite-state transducers for generating morphophonemic alternations

(Gildea & Jurafsky 1996).

If these phonetically-unmotivated patterns are never usedand in fact excluded or disfavored

by learning biases, why do exist in the Turkish lexicon in thefirst place? The existence

of a statistically significant trend for high vowels or for back vowels to be followed by

alternating voiced stops in the Turkish lexicon is arguablytied to the fact that the Turkish

lexicon represents an accumulation of several centuries worth of language contact. Many of

the lexical trends that identified in our quantitative lexicon analysis are ultimately traceable

to extensive lexical borrowing from Arabic, to much the samedegree that many of the

lexical trends found in English phonotactics, such as the existence of more words that begin

with [
>
Ã] than[Z], are ultimately traceable to lexical borrowing from Frenchcenturies ago,

when Old French had[
>
Ã] but not[Z] word-initially. In Turkish borrowings of words with

voiced stops in the source language, final devoicing in the bare stem but not in the forms

with vowel-initial suffixes causes a noun to become alternating (e.g. Arabicbur
>
Ã ‘sign’

> Turkish bur
>
Ùh ∼ bur

>
Ã-u), whereas source words that end in a voiceless stop are non-

alternating across the paradigm. Arabic lacks the consonants [p] and [
>
Ù] and has many

nouns that end in [b] and [
>
Ã], and as a consequence, the lexicon’s overall alternation rates

are boosted for those places of articulation. On the other hand, the existence of many Arabic

nouns with feminine suffix-at/-etboosted the number of non-alternating, non-high vowel,

coronal-final nouns. Ultimately, however, the historical explanation for these lexical trends

is completely inaccessible to speakers that are not expertsin historical linguistics, many of

whom (like the English speakers who know the wordjudgebut not its origin), do not even

know that there was a source language that provided this borrowed word, well-integrated
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into the phonotactics for centuries.

If indeed the skewed distribution of the Turkish voicing alternations is largely due to mas-

sive borrowing from Arabic, it is instructive that Turkish speakers synchronically generalize

the historically accidental place effect, but discard the equally accidental height effect. His-

tory has dealt Turkish speakers a certain hand, and they use Universal Grammar to pick

the cards they want to keep. This view contrasts with the proposal in Hayes (1999), who

claims that when history creates non-Universal patterns, speakers are able to complement

their Universal Grammar with arbitrary generalizations.

In Turkish, the distribution of voicing alternations is notknown to correlate with the native

or borrowed status of roots (and as mentioned in the introduction, loanwords such asgroup

> gurub-u conform to the polysyllabic-as-alternating generalization). Thus, the sources of

some of the unprincipled statistical regularities are arguably historical in nature, yielding

phonetically-ungrounded synchronic patterns that are simply ignored.

The result that Turkish speakers reliably extend base ratesfor voicing alternations based

on place of articulation and size of the word, but not based onpreceding vowel quality,

arguably due to an analytic bias against learning such arbitrary interactions, strengthens

the finding of Moreton (2008) that English speakers were lesssuccessful learning an arti-

ficial language pattern with height-voicing interactions,and more successful learning non-

adjacent V-V interactions, in which high vowels were followed by high vowels in the adja-

cent syllable. In Turkish, the case is even more striking: a lexical generalization is staring

Turkish speakers in the face, but they do not generalize it productively in experimental con-

texts. The results provide support for an analytically-biased mechanism of filtering lexical

statistics, one in which phonologically-implausible interactions are not actively incorpo-

rated into phonotactic knowledge. There is by now a general consensus that statistical

information is indispensable in arriving at phonotactic generalizations, a fact which our ex-

perimental results confirm. At the same time, accurate models of the acquisition of phono-

logical knowledge need to build in a set of linguistically-specific priors that constrain and

restrict the learning of statistical patterns. Apparently, given a surfeit of the stimulus, not

every statistical fact about the lexicon is used or kept track of.

We proposed a learning model which consists of identifying conflicting lexical patterns in

the lexicon, resolving the conflict by cloning constraints.Once constraints are cloned, each

clone keeps a list of the words it governs, assuring that existing words behave consistently.

At the same time, the clones can be used in a generalized way, referring only to thepro-
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portion of words that are governed by each clone, to project the lexical trend onto novel

words.

The resulting learner simulated the process of learning a lexicon without relying on general-

purpose pattern matching. Rather, such statistical patterns were filtered though a proposed

set of universal constraints that were augmented by the ability to clone constraints. These

‘priors’ on what data is to be used in forming grammatical hypotheses implicate an analytic

bias that, in this case, ignored the correlation between vowel quality and consonant voicing

thanks to the absence of constraints that relate the two, thus closely modeling the pattern

produced by native speakers.
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